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Abstract


A block parallel partitioning method for computing the eigenvalues of symmetric tridiagonal matrix is presented. The algorithm is based on partitioning, in a way that ensures load balance during computation. This method is applicable to both shared memory- and distributed memory-MIMD systems. Compared with other parallel tridiagonal eigenvalue algorithms existing in the literature, the proposed algorithm achieves a higher speedup of O(p) on a parallel computer with p-fold parallelism, which is linear, and the data communication between processors is less than that required for other methods. The results were tested and evaluated on an MIMD machine, and were within 62% to 98% of the predicted performance.
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1. Introduction

The numerical solution of large symmetric tridiagonal eigenvalue problem arises in many important scientific applications. Usually these problems are computing intensive and require high-speed computations. Advances in high-speed parallel computers have allowed the solution of very large scientific problems that were not possible a few years ago. This trend will continue as more sophisticated scientific models and more efficient numerical methods are developed.

Numerical algorithms can be generally classified in various ways. Since the emergence of modern parallel and vector computers, a new classification has become important: sequential and parallel. Unfortunately, algorithms are very architecture dependent with the current generation of parallel computers. A good algorithm for parallel and vector computers may be strikingly different from a good algorithm for sequential computers. Thus, it is of considerable importance to measure the effectiveness of a parallel algorithm. For a given problem with size n, let $T_1$ be the running time of the fastest sequential algorithm, and let $T_p$ be the running time of a parallel algorithm using $p$ processors. The speedup is defined as $S_p = T_1/T_p$. The
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efficiency is defined as $E_p = S_p / p$. It is obvious that $S_p \leq p$, and $E_p \leq 1$. The goal for the research of parallel algorithm is to construct an algorithm exhibiting linear (in $p$) speedup and hence utilizing the processors efficiently. For the sake of simplicity, we use the above definitions and assumptions of $n$, $p$, $T_p$, $T_1$, $S_p$, and $E_p$ throughout this paper. For problems of size $n$ we want an asymptotic speedup of the form $S_p = cp - g(p, n)$, with $0 \leq c \leq 1$, $0 \leq g(p, n) = o(1)$, as $n \to \infty$; $c$ should be independent of $p$. The function $g(p, n)$ can be think as a penalty for the use of parallelism on small problems. Any parallel algorithm which asymptotically attains linear speedup, is said to have the optimal speedup [12]. However, linear speedup is not always possible. There are certain computations for which the maximal speedup is $S_p \leq d$ for a constant $d$, which is independent of $p$, and such a computation clearly makes poor use of parallelism. For some problems, the maximal speedup is $S_p = cp / \log p - g(p, n)$, which is less than linear, though it is acceptable.

The parallel algorithms in eigenvalues computation were discussed by many researchers [4,5,8,11,13]. However, most of them were discussing the parallel algorithms on vector or shared memory computers. In fact, many of them were discussing dense symmetric eigenvalue problems. In this paper, we proposed a new parallel method for solving symmetric tridiagonal eigenvalue problems. The speedup is linear, and is greater than the existing methods.

Usually the bisection method based on the Sturm sequence [15] is used to solve the real symmetric tridiagonal eigenvalue problem. This method is inherently sequential, because of the Sturm sequence is calculated according to second order recurrence equations. There are some parallel methods existing in the literature for solving this kind of problems. Barlow and Evans [1] proposed a parallel bisection method, by using the principle on all the previously determined non-empty sub-intervals. However, the speedup is dependent upon the number of non-empty intervals available at each stage and bounded by the maximum number of eigenvalues. Another parallel method [2] is the multisection procedure, in which each sub-interval is divided into $m$ sub-intervals. The Sturm sequence in each subinterval is determined in parallel on the available processors. Combining the advantages of the multisection method and parallel bisection method, they also developed a parallel multisection method [2]. If $p$ processors and $m$ domains are given, $l = p / m$ processors are located per domain. The speedup of his method lies between $m$ and $m \log_2 (l + 1)$. In all the above methods, the parallelism is obtained through the simultaneous determination of several sequences for different sample points, but the recurrence equation is solved sequentially. Evans [6] has adopted the recursive doubling [10] method to the parallel computation of the Sturm sequence. The speedup is about $p / (4 \log_2 n)$. The speedups of all the above methods are acceptable, but they are much less than linear. Motivated by the versatility and popularity of the divide-and-conquer technique, we developed a more powerful algorithm which combines the advantages of the segmentation and the cyclic reduction methods for solving general linear $m$th order recurrence equations and apply this method to solve the symmetric tridiagonal eigenvalue problem. The speedup of our algorithm is $0.4 \times p$. It is linear, and the data communication between processors is less than that required for other methods. The principle exploited in our research was applied and tested on the Sequent Balance 8000 [14] parallel processing system. The test results are within 62% to 93% of the predicted performance.

The rest of this paper is organized as follows. The symmetric tridiagonal eigenvalue problem is described in Section 2. In Section 3 the formal development of the new parallel algorithm and its complexity analysis are given. Experimental results are presented in Section 4, and the paper concludes with Section 5.
2. The symmetric tridiagonal eigenvalue problem

Given a real symmetric tridiagonal matrix

\[
A = \begin{bmatrix}
c_1 & b_2 & 0 & \cdots & 0 \\
b_2 & c_2 & b_3 & \cdots & 0 \\
0 & b_3 & c_3 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & b_n \\
0 & 0 & \cdots & b_n & c_n
\end{bmatrix}
\]

our purpose is to solve the eigenvalue problem

\[
A \cdot X = \lambda \cdot X,
\]

where \( \lambda \) is an eigenvalue of \( A \), \( X \) is its corresponding eigenvector. When only a few eigenvalues and/or eigenvectors are desired, the bisection method based on Sturm sequence is appropriate.

Let \( A_r \) denote the leading \( r \)-by-\( r \) principal submatrix of \( A \), and define the polynomials \( f_0, f_1, \cdots, f_n \) by

\[
f_0 = 1,
\]

\[
f_r = \det(A_r - \lambda I),
\]

\( r = 1, 2, \cdots, n \).

A simple determinantal expansion can be used to show that:

\[
f_r(\lambda) = (c_r - \lambda) \cdot f_{r-1}(\lambda) - b_r^2 \cdot f_{r-2}(\lambda),
\]

\( r = 2, 3, \cdots, n \).

Because that \( f_r(\lambda) \) can be evaluated in \( O(n) \) flops, it is feasible to find its roots using the bisection technique. When the \( k \)th largest eigenvalue of \( A \) (\( k \) is an integer) is desired, the bisection idea and the Sturm sequence property can be adopted. It was later pointed out that if the tridiagonal matrix \( A \) in (1) is unreducible, then the eigenvalues of \( A_{r-1} \) strictly separate the eigenvalues of \( A_r \):

\[
\lambda_r(A_r) < \lambda_{r-1}(A_{r-1}) < \lambda_{r-1}(A_r) < \cdots < \lambda_2(A_4) < \lambda_1(A_{r-1}) < \lambda_1(A_r).
\]

Moreover, if \( q(\lambda) \) denotes the number of sign changes in the sequence:

\[
\{f_0(\lambda), f_1(\lambda), \cdots, f_n(\lambda)\},
\]

then \( q(\lambda) \) equals the number of \( A \)'s eigenvalues that are less than \( \lambda \). (Convention: if \( f_r(\lambda) = 0 \) then \( f_r(\lambda) \) has the opposite sign from \( f_{r-1}(\lambda) \).) Let

\[
\begin{cases}
g_0 = 1, \\
g_1 = c_1 - \lambda, \\
g_i = (c_i - \lambda) \cdot g_{i-1} - b_i^2 \cdot g_{i-2},
\end{cases}
\]

\( i = 2, 3, \cdots, n \).

where \( g_i = f(\lambda), i = 0, 1, 2, \cdots, n \). By using the Sturm sequence method, the algorithmic solution involves the repeated computing of the above recurrence Equation (4). For different values of \( \lambda \), the number of negative \( g_i \)'s, \( i = 0, 1, 2, \cdots, n \), of the above sequences will indicate the number of eigenvalues below the sample point \( \lambda \). Repeated application of this procedure will separate the eigenvalue spectrum into small sub-intervals of size \( \epsilon \) (pre-defined) which
contain one or more eigenvalues $\lambda$. Let
\[
\begin{bmatrix}
g_1 \\
g_0
\end{bmatrix} = \begin{bmatrix}
c_1 - \lambda \\
1
\end{bmatrix}
= \begin{bmatrix}
e_0 \\
1
\end{bmatrix},
\]
\[
\theta_{i-1} = \begin{bmatrix}
c_i - \lambda & -b_i^2 \\
1 & 0
\end{bmatrix}
= \begin{bmatrix}
e_{i-1} \\
d_{i-1}
\end{bmatrix},
\]
where
\[
e_{i-1} = c_i - \lambda,
\]
\[
d_{i-1} = -b_i^2;
\]
then (4) can be written as
\[
\begin{bmatrix}
g_i \\
g_{i-1}
\end{bmatrix} = \theta_{i-1} \ast \begin{bmatrix}
g_{i-1} \\
g_{i-2}
\end{bmatrix},
\]
i = 2, \ldots, n.

Let
\[
X_i = \begin{bmatrix}
g_i \\
g_{i-1}
\end{bmatrix},
\]
\[
X_1 = \begin{bmatrix}
e_0 \\
1
\end{bmatrix},
\]
then
\[
X_i = \theta_{i-1} \ast X_{i-1},
\]
i = 2, \ldots, n. 

This is a general linear recurrence problem.

Given a general linear $m$th order recurrence equation
\[
\begin{aligned}
x_1 &= b_1, & x_0 &= b_0, & \ldots, & x_{2-m} &= b_{2-m}, \\
x_i &= a_{i-1,1} \ast x_{i-1} + a_{i-1,2} \ast x_{i-2} + \cdots + a_{i-1,m} \ast x_{i-m} + b_i;
\end{aligned}
\]
i = 2, 3, \ldots, n.

Let
\[
X_i = \begin{bmatrix}
x_i \\
x_{i-1} \\
\vdots \\
x_{i-m+1}
\end{bmatrix},
\]
\[
\theta_{i-1} = \begin{bmatrix}
a_{i-1,1} & a_{i-1,2} & \cdots & a_{i-1,m-1} & a_{i-1,m} \\
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & \cdots & 0 \\
\vdots \\
1 & 0
\end{bmatrix},
\]
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By using the vector-matrix form, we have

\[
B_i = \begin{bmatrix}
  b_i \\
  0 \\
  \vdots \\
  0
\end{bmatrix}, \quad i = 2, \cdots, n,
\]

\[
B_1 = \begin{bmatrix}
  b_1 \\
  b_0 \\
  \vdots \\
  b_{2-m}
\end{bmatrix}.
\]

By using the vector-matrix form, we have

\[
\begin{align*}
  X_1 &= B_1, \\
  X_i &= \theta_{i-1} \ast X_{i-1} + B_i, \quad i = 2, \cdots, n.
\end{align*}
\]

So (5) is a special case of (7), where \( B_i = 0 \ (i \geq 2) \), and \( m = 2 \). In the next section, we describe a new parallel method for solving (7) and use it to solve the symmetric tridiagonal eigenvalue problem.

3. The new parallel algorithm

The general linear first order recurrence can be expressed as the determination of the sequence of \( x_i \):

\[
\begin{align*}
  x_1 &= b_1, \\
  x_i &= a_{i-1} \ast x_{i-1} + b_i, \quad i = 2, 3, \cdots, n,
\end{align*}
\]

where \( a_i \) and \( b_i \ (i = 1, 2, \cdots, n) \) are known. The parallel algorithm for solving (8) is well investigated by many researchers [9,10]. The new method in this paper aims to the combination of the advantages of the segmentation [7] and the cyclic reduction method [3]. The basic idea of the cyclic reduction method for solving general linear first order recurrence problems is to combine adjacent terms of the recurrence together in such a way as to obtain a relation between every other term in the sequence, that is to relate \( x_j \), say, to \( x_{j-2} \). This relation is also a linear first-order recurrence, although the coefficients are different and the relation is between alternate terms. Consequently, the process can be repeated to obtain recurrence relating every fourth term, every eighth term, and so on. When the recurrence relating every \( n \)th term (i.e. after \( \log_2 n \) levels of reduction), the value at each point in the sequence is related only to values outside the range which are known or equal to zero, hence the solution has been found. This method is efficient when it is used on vector computers. However, it has some disadvantages when it is used on an MIMD machine. The parallelism is changeable during the computation. The overhead is due to the heavy data transformation. The meaning of the segmentation is obvious. In fact, it is a divide-and-conquer method. The high parallelism can be achieved by this method, but it also has the disadvantage of the high overhead of data transformation. Motivated by the versatility and popularity of the divide-and-conquer technique, we attempt to develop a more powerful algorithm combining the advantages of the above two methods.

A general linear \( n \)th order recurrence problem can be described as:

\[
\begin{align*}
  X_1 &= B_1, \\
  X_i &= \theta_{i-1} \ast X_{i-1} + B_i, \quad i = 2, \cdots, n,
\end{align*}
\]
where $X_i$, $B_i$, and $\theta_i$ are defined as in (7). For solving (9) on an MIMD machine with parallelism $p$, we divide \{\{X_i\}, i = 1, 2, \cdots, n\} into $p$ groups each with $k = n/p$ vectors. For the sake of simplicity and without loss of generality, we assume that $k$ is an integer. This is the segmentation approach. Now Equation (9) is divided into $p$ groups each with $k$ equations. The $l$th group consists of the following equations.

$$X_l \cdot k+j+1 = \theta_l \cdot k+j \cdot X_l \cdot k+j + B_l \cdot k+j+1,$$

where $0 \leq l \leq p-1$ and $1 \leq j \leq k$.

Instead of combining adjacent terms, here we try to relate every term with the first one in the same group.

$$X_l \cdot k+2 = \theta_l \cdot k+1 \cdot X_l \cdot k+1 + B_l \cdot k+2,$$

and

$$X_l \cdot k+3 = \theta_l \cdot k+2 \cdot X_l \cdot k+2 + B_l \cdot k+3$$

where

$$\theta_l^{(1)} \cdot k+1 = \theta_l \cdot k+2 \cdot \theta_l \cdot k+1,$$

$$B_l^{(1)} \cdot k+3 = \theta_l \cdot k+2 \cdot B_l \cdot k+2 + B_l \cdot k+3.$$ 

Hence,

$$X_l \cdot k+4 = \theta_l \cdot k+3 \cdot X_l \cdot k+3 + B_l \cdot k+4$$

where

$$\theta_l^{(2)} \cdot k+1 = \theta_l \cdot k+3 \cdot \theta_l^{(1)} \cdot k+1,$$

$$B_l^{(2)} \cdot k+4 = \theta_l \cdot k+3 \cdot B_l^{(1)} + B_l \cdot k+4.$$ 

Using the method of induction, we have

$$X_l \cdot k+j = \theta_l \cdot k+j-1 \cdot X_l \cdot k+j-1 + B_l \cdot k+j$$

Assume

$$\theta_l^{(0)} \cdot k+1 = \theta_l \cdot k+1,$$

$$B_l^{(0)} \cdot k+j = B_l \cdot k+j,$$

$$\theta_l^{(-1)} \cdot k+1 = I,$$

$$B_l^{(-1)} \cdot k+j = 0.$$
We can obtain the following relations:

\[ X_{l \cdot k+j} = \theta_{l \cdot k+1}^{(j-2)} \times X_{l \cdot k+1} + B_{l \cdot k+j}^{(j-2)}, \]  
\[ 0 \leq l \leq p - 1, \quad 2 \leq j \leq k, \]  
\[ (10) \]

where

\[
\begin{align*}
\theta_{l \cdot k+1}^{(j-2)} &= \theta_{l \cdot k+j-1} \times \theta_{l \cdot k+1}^{(j-3)} \\
B_{l \cdot k+j}^{(j-2)} &= \theta_{l \cdot k+j-1} \times B_{l \cdot k+1}^{(j-3)} + B_{l \cdot k+j},
\end{align*}
\]

\[ 0 \leq l \leq p - 1, \quad 2 \leq j \leq k, \]  
\[ (11) \]

and (9) becomes a smaller problem which needs fewer recurrent computations. Let \( j = k + 1 \), from (10) we can get the following equation:

\[ X_{l \cdot k+1} = \theta_{l \cdot k+1}^{(k-1)} \times X_{l \cdot k+1} + B_{l \cdot k+1}^{(k-1)}, \]  
\[ 0 \leq l \leq p - 2, \]  
\[ (12) \]

where the coefficients are obtained from (11). When the first vector of every group \( (X_{l \cdot k+1})'s \) are calculated, the remaining \((n - p) \times X's \) can be obtained from (10) or from (9)).

Thus, the all computational process consists of 3 phases:

(i) Calculate \( \theta_{l \cdot k+1}^{(k-1)} \) and \( B_{l \cdot k+1}^{(k-1)} \) from (11). This computation is parallel for \( l \), \( 0 \leq l \leq p - 1 \), but sequential for \( j \) \( 2 \leq j \leq k \).

(ii) Calculate \( X_{l \cdot k+1} (0 \leq l < p - 1) \) sequentially,

\[ X_{l \cdot k+1} = \theta_{l \cdot k+1}^{(k-1)} \times X_{l \cdot k+1} + B_{l \cdot k+1}^{(k-1)} (X_1 \text{ is known}). \]

When these vectors are calculated, the results should be transferred between processors in a distributed memory MIMD system. The data communication needed is only a vector, i.e. \( m - 1 \) data for an \( m \)th order linear recurrence problem.

(iii) Calculate \( X_{l \cdot k+j} \)

\[ 0 \leq l \leq p - 1, \quad 2 \leq j \leq k \]

using (10). This can be done in parallel for \( l \) on \( p \) processors, but sequential for \( j \).

This method can be easily used to solve symmetric tridiagonal eigenvalue problems. From Equations (10)-(12) and (5), if we divide vectors \( X_l = [\begin{smallmatrix} \theta_l \\ \vdots \\ \theta_l \end{smallmatrix}] \) into \( p \) groups each with \( k \) vectors, then we have

\[
\begin{align*}
\theta_{l \cdot k+1}^{(1)} &= \theta_{l \cdot k+2} \times \theta_{l \cdot k+1}^{(0)} \\
&= \begin{bmatrix} e_{l \cdot k+2} & d_{l \cdot k+2} \\
1 & 0 \end{bmatrix} \times \begin{bmatrix} e_{l \cdot k+1} & d_{l \cdot k+1} \\
1 & 0 \end{bmatrix} \\
&= \begin{bmatrix} e_{l \cdot k+2} \times e_{l \cdot k+1} + d_{l \cdot k+2} \times e_{l \cdot k+1} & e_{l \cdot k+2} \times d_{l \cdot k+1} \\
e_{l \cdot k+1} & d_{l \cdot k+1} \end{bmatrix} \\
&= \begin{bmatrix} e_{l \cdot k+1}^{(1)} & d_{l \cdot k+1}^{(1)} \\
e_{l \cdot k+1}^{(0)} & d_{l \cdot k+1}^{(0)} \end{bmatrix},
\end{align*}
\]

where

\[
\begin{align*}
e_{l \cdot k+1}^{(1)} &= e_{l \cdot k+2} \times e_{l \cdot k+1} + d_{l \cdot k+2} \\
d_{l \cdot k+1}^{(1)} &= e_{l \cdot k+2} \times d_{l \cdot k+1},
\end{align*}
\]

\[
\begin{align*}
e_{l \cdot k+1}^{(0)} &= e_{l \cdot k+2} \\
d_{l \cdot k+1}^{(0)} &= d_{l \cdot k+1},
\end{align*}
\]
\[
\theta_{i+k+1}^{(2)} = \theta_{i+k+3} \cdot \theta_{i+k+1}^{(1)} \\
= \begin{bmatrix}
el_{i+k+3} & d_{i+k+3} \\
1 & 0
\end{bmatrix} \cdot \begin{bmatrix}
el_{i+k+1}^{(1)} & d_{i+k+1}^{(1)} \\
el_{i+k+1}^{(0)} & d_{i+k+1}^{(0)}
\end{bmatrix} \\
= \begin{bmatrix}
el_{i+k+3} \cdot \epsilon_{i+k+1}^{(1)} + d_{i+k+3} \cdot \epsilon_{i+k+1}^{(0)} & \epsilon_{i+k+3} \cdot d_{i+k+1}^{(1)} + d_{i+k+3} \cdot d_{i+k+1}^{(0)} \\
\epsilon_{i+k+1}^{(1)} & \epsilon_{i+k+1}^{(0)}
\end{bmatrix}
\]

and
\[
e_{i+k+1}^{(2)} = e_{i+k+3} \cdot \epsilon_{i+k+1}^{(1)} + d_{i+k+3} \cdot \epsilon_{i+k+1}^{(0)} \\
d_{i+k+1}^{(2)} = e_{i+k+3} \cdot d_{i+k+1}^{(1)} + d_{i+k+3} + d_{i+k+1}^{(0)}.
\]

In general (from the method of induction),
\[
\theta_{i+k+1}^{(-2)} = \theta_{i+k+3} \cdot \theta_{i+k+1}^{(-3)} \\
= \begin{bmatrix}
el_{i+k+j} & d_{i+k+j} \\
1 & 0
\end{bmatrix} \cdot \begin{bmatrix}
el_{i+k+1}^{(-3)} & d_{i+k+1}^{(-3)} \\
el_{i+k+1}^{(-4)} & d_{i+k+1}^{(-4)}
\end{bmatrix} \\
= \begin{bmatrix}
el_{i+k+j} \cdot \epsilon_{i+k+1}^{(-3)} + d_{i+k+j} \cdot \epsilon_{i+k+1}^{(-4)} & \epsilon_{i+k+j} \cdot d_{i+k+1}^{(-3)} + d_{i+k+j} \cdot d_{i+k+1}^{(-4)} \\
\epsilon_{i+k+1}^{(-3)} & \epsilon_{i+k+1}^{(-4)}
\end{bmatrix}
\]

Defining
\[
e_{i+k+1}^{(-1)} = 1, \\
d_{i+k+1}^{(-1)} = 0, \\
e_{i+k+j}^{(0)} = e_{i+k+j}, \\
d_{i+k+1}^{(0)} = d_{i+k+j},
\]
we have
\[
\begin{cases}
e_{i+k+1}^{(-2)} = e_{i+k+1} \cdot d_{i+k+1}^{(-3)} + e_{i+k+1}^{(-4)} \cdot d_{i+k+1}^{(-3)}, \\
e_{i+k+j}^{(-2)} = e_{i+k+j} \cdot d_{i+k+j}^{(-3)} + d_{i+k+1} \cdot d_{i+k+1}^{(-4)},
\end{cases}
\]
l = 0, 1, \ldots, p - 1, \quad j = 2, 3, \ldots, k + 1.

Obviously,
\[
B_{i+k+j} = 0.
\]

Substitute \(\theta_{i+k+1}^{(k-1)}\) into (12), we have,
\[
X_{(l+1) \cdot k+1} = \begin{bmatrix}
g_{(l+1) \cdot k+1} \\
g_{(l+1) \cdot k}
\end{bmatrix} \\
= \theta_{i+k+1}^{(k-1)} \cdot \begin{bmatrix}
g_{i+k+1} \\
g_{i+k}
\end{bmatrix}.
\]

(13)
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As $g_1$ and $g_0$ are known, we can calculate all the $g_{(l+1) \cdot k+1}$'s, and $g_{(l+1) \cdot k}$'s from (13). Subsequently, all the other $g_i$'s can be calculated using the following equations

$$X_l \cdot k+j = \theta_l \cdot k+j-1 \cdot X_l \cdot k+j-1$$ (14)

or

$$X_l \cdot k+j = \theta_l^{(j-2)} \cdot k+1 \cdot X_l \cdot k+1,$$

$$j = 2, 3, \ldots, k.$$ (15)

In fact this can be simply done by using the following formulas

$$g_{l \cdot k+j} = e_{l \cdot k+j-1} \cdot g_{l \cdot k+j-1} + d_{l \cdot k+j-1} \cdot g_{l \cdot k+j-2}$$ (16)

or

$$g_{l \cdot k+j} = e_{l \cdot k+1}^{(j-2)} \cdot g_{l \cdot k+1} + d_{l \cdot k+1}^{(j-2)} \cdot g_{l \cdot k}.$$ (17)

From the above analysis, the parallel procedure for determining the Sturm sequence at point $\lambda$ can be given in the following algorithms.

Algorithm I

**Input**
(i) A symmetric point $\lambda$
(ii) A symmetric tridiagonal matrix $A$

$$A = \begin{bmatrix}
    c_1 & b_2 & & \\
    b_2 & c_2 & & \\
    & & \ddots & \\
    & & & c_n
\end{bmatrix}$$

and its order $n$. Suppose $n = p \cdot k$.

**Output**

sequence $\{f_0(\lambda), f_1(\lambda), \ldots, f_n(\lambda)\}$,

where $f_i(\lambda)$'s, $(0 \leq i \leq n)$, are defined as in Section 2.

**Algorithm**

(i) divide $\{c_1, c_2, c_3, \ldots, c_n\}$ and $\{1, d_2, d_3, \ldots, d_n\}$ into $p$ parts and assign the $l$th part on processor $l$, where $d_i = -b_i^2$ $(2 \leq i \leq n)$.

(ii) for $l = 0$ to $p - 1$ parallel do

$$e_{l \cdot k+j} = e_{l \cdot k+j+1} - \lambda, \quad 0 < j < k - 1.$$ (18)

(iii) for $l = 0$ to $p - 1$ parallel do

$$e_{l \cdot k+j}^{(j-1)} = e_{l \cdot k+j} + d_{l \cdot k+j} \cdot e_{l \cdot k+j+1}^{(j-3)},$$

$$d_{l \cdot k+j}^{(j-1)} = e_{l \cdot k+j} + d_{l \cdot k+j+1} \cdot d_{l \cdot k+j}^{(j-3)},$$

$$j = 2, 3, \ldots, k,$$

where

$$d_{l \cdot k+1}^{(j-1)} = 0, \quad \text{and} \quad e_{l \cdot k+1}^{(j-1)} = 1.$$ (19)

(iv) for $l = 0$ to $p - 1$ sequentially do

$$g_{l \cdot (k+1)} = e_{l \cdot k+1} \cdot g_{l \cdot k+1} + d_{l \cdot k+1} \cdot g_{l \cdot k},$$

$$g_{l \cdot k} = e_{l \cdot k+1} \cdot g_{l \cdot k+1} + d_{l \cdot k+1} \cdot g_{l \cdot k}.$$ (20)
(v) for $l = 0$ to $p - 1$ parallel do

$$g_{l,*k+j} = e_{l,*k+j-1} * g_{l,*k+j-1} + d_{l,*k+j-1} * g_{l,*k+j-2}$$

or

$$g_{l,*k+j} = e_{l,*k+1} * g_{l,*k+1} + d_{l,*k+1} * g_{l,*k},$$

$j = 2, 3, \ldots, k - 1.$

(vi) $f_{l,*k+j}(\lambda) = g_{l,*k+j}.$

Using Algorithm I, we can easily obtain the parallel algorithm for determining an eigenvalue of a symmetric tridiagonal matrix. For the sake of simplicity and without loss of generality, we only give the algorithm for calculating the largest eigenvalue of a symmetric tridiagonal matrix.

Algorithm II

**Input**

(i) A symmetric tridiagonal matrix $A$, as in Algorithm I, and its order $n$.

(ii) An interval $[\lambda_1, \lambda_2]$ containing the largest eigenvalue $\lambda$ and a small positive number $\epsilon$.

**Output**

The largest eigenvalue $\lambda$ satisfying the accuracy $\epsilon$.

**Algorithm**

(i) Calculate sequence $\{f_0(\lambda), f_1(\lambda), \cdots, f_n(\lambda)\}$ ($\lambda = (\lambda_1 + \lambda_2)/2$), using Algorithm I.

(ii) Calculate the number of sign changes in the above sequence, denoted by $q(\lambda)$. If $q(\lambda) = n$, let $\lambda_2 = \lambda$; if $q(\lambda) = n - 1$, let $\lambda_1 = \lambda$.

(iii) if $|\lambda_1 - \lambda_2| \geq \epsilon$ go to (i).

(iv) $\lambda = (\lambda_1 + \lambda_2)/2$ is the largest eigenvalue.

Next we analyze the time complexity of Algorithm I and its efficiency. The time needed for evaluating a Sturm sequence on one processor is

$$T_1 = (2T_+ + 2T_*) * n,$$

where $T_+$ and $T_*$ are the time needed for one operation of addition and multiplication respectively. The time needed for Algorithm I on a parallel machine with parallelism $p$ should be:

$$T_p = k * T_+ + (k - 1) * (4 * T_+ + 2 * T_*) + p * (2 * T_+ + T_*) + (k - 2) * (2T_* + T_+).$$

Assume $T_* = T_+$, and notice that usually $k \gg 2$, we have

$$T_p \approx k * (6 * T_+ + 4 * T_+) + p(2 * T_+ + T_+) = 10 * k * T_+ + 3 * p * T_+,$$

and

$$S_p = \frac{T_1}{T_p} \approx \frac{4 * n * T_+}{10k * T_+ + 3 * p * T_+} \approx 0.4 * p/(1 + 0.3 * p * p/n) \approx 0.4 * p - 0.12 * p * p * p/n.$$
Here the term $0.3 \times p \times p/n$ represents the sequential fraction – non-parallel fraction in this computation. According to the criterion proposed in [8], the speedup is optimal, and it is greater than the previous results (see the results in [4]). When $n \gg p$, $S_p = 0.4 \times p$, $E_p \approx 40\%$. In this case, this fraction can be ignored, and the speedup is a linear function of the number of the processors.

For a fixed $n$, when $p$ increases, the $S_p$ increases too. Because of the influence of the fraction of sequential computation, there should be a critical point, forbidding the increase of $S_p$. It can be observed that $P_c = \sqrt{\left(\frac{3}{4} \times p\right)}$. This provides an upper bound on the number of processors, beyond which no reduction in computation time can be achieved. This bound determines that, for example, when $n = 1024$, one should not use more than 25 processors even though they are available. This knowledge can be very useful in the efficient use of processors in a multiprogramming environment. For a fixed $p$, when $n$ is too small compared with $p$, perhaps another algorithm, even sequential algorithm, is better than ours. This is because of the fact that the gain in speed achieved from increasing the amount of parallel execution may not outweigh the cost of introducing extra arithmetic operations. It can be seen that the critical point for the problem size, $n$, should be $n_c = 0.3 \times p \times p/(p - 1)$. Usually in scientific computation, $n$ is much greater than $n_c$. Thus, the proposed method is practical and acceptable.

4. Experimental results

We have run a test program on the Sequent Balance 8000 parallel processing system. This is a shared memory MIMD machine [14]. There are 10 processors in this system and one is dedicated to the operating system. This is a practical multiprocessor system. It incorporates multiple identical processors (CPUs) and a single common memory. The Sequent CPUs are general-purpose, 32-bit microprocessors. They are tightly coupled. All processors share a single pool of memory, to enhance resource sharing and communication among different processors.

Sequent systems support the two basic kinds of parallel programming: multiprogramming and multitasking. Multiprogramming is an operating system feature that allows a computer to execute multiple unrelated programs concurrently. Multitasking is a programming technique that allows a single application to consist of multiple processes executing concurrently. The multitasking yields an improved execution speed for individual programs. The Sequent system supports multitasking by allowing a single application to consist of multiple, closely cooperating processes. The Sequent language software includes multitasking extension to C, Pascal, and FORTRAN. The Parallel Programming Library is to support the multitasking. Sequent FORTRAN includes a set of special directives for parallel loops. With these directives, we mark the loops to be executed in parallel and classify loop variables so that data is passed correctly between loop iterations. The FORTRAN compiler interprets the directives and restructures the source code for data partitioning. In addition to these directives and Parallel Programming Library, the difference between a sequential and parallel program is distinguished by the compiler option-mp.

In adopting an application for multitasking, we often have the following goals: run as much of the program in parallel as possible and balance the computational load as evenly as possible among parallel processes. For efficient multitasking we have to choose the right programming method. Most applications naturally lend themselves to one of two multiprogramming methods: data partitioning and function partitioning. Data partitioning involves creating multiple, identical processes and assigning a portion of the data to each process.
Function partitioning, on the other hand, involves creating multiple unique processes and having them simultaneously perform different operations on a shared data set. It can be seen that the data partitioning is appropriate for our new parallel algorithm. It is done by executing the outer loop iterations in parallel in step (ii), (iii) and (v) of Algorithm I.

For a given symmetric tridiagonal matrix and different size $n$, we evaluate its largest eigenvalue by bisection method using Algorithm I and II. There are two programs in our test. The first one named TRID uses the general bisection method, in which the Sturm sequence is calculated sequentially. The second one named PTRD uses the bisection method, with parallel Sturm sequence calculations. The parallelism is achieved by using the Parallel Programming Library function $m_{fork}$ on the Sequent B8000. The program PTRD was compiled with the option-mp, and their CPU times are recorded. The measured time, the speedup and efficiency for different $n$ (matrix size) and $p$ (number of processors) are given in Table 1. In each case, 5 runs were made, and the measured time represents the average of 3 experiments obtained by discarding the largest and the smallest figures. It can be seen that the achieved results for the speedup and efficiency are within 62% and 98% of the predicted

### Table 1(a)

**Execution times (in seconds)**

<table>
<thead>
<tr>
<th>$n$</th>
<th>480</th>
<th>960</th>
<th>1920</th>
<th>3840</th>
<th>7680</th>
<th>11520</th>
<th>15360</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>7.05</td>
<td>14.11</td>
<td>28.22</td>
<td>56.42</td>
<td>112.88</td>
<td>169.88</td>
<td>225.94</td>
</tr>
<tr>
<td>4</td>
<td>4.79</td>
<td>9.28</td>
<td>18.30</td>
<td>36.29</td>
<td>72.33</td>
<td>108.38</td>
<td>143.30</td>
</tr>
<tr>
<td>5</td>
<td>4.24</td>
<td>8.20</td>
<td>16.13</td>
<td>32.00</td>
<td>63.64</td>
<td>95.34</td>
<td>126.69</td>
</tr>
<tr>
<td>6</td>
<td>3.91</td>
<td>7.5</td>
<td>14.75</td>
<td>29.14</td>
<td>58.00</td>
<td>86.90</td>
<td>115.50</td>
</tr>
<tr>
<td>8</td>
<td>3.51</td>
<td>7.00</td>
<td>14.00</td>
<td>27.53</td>
<td>53.47</td>
<td>78.54</td>
<td>104.09</td>
</tr>
</tbody>
</table>

$n$: size of the matrix  
$p$: number of processors

### Table 1(b)

**Speedups**

<table>
<thead>
<tr>
<th>$n$</th>
<th>480</th>
<th>960</th>
<th>1920</th>
<th>3840</th>
<th>7680</th>
<th>11520</th>
<th>15360</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.47</td>
<td>1.52</td>
<td>1.54</td>
<td>1.55</td>
<td>1.56</td>
<td>1.57</td>
<td>1.58</td>
</tr>
<tr>
<td>5</td>
<td>1.66</td>
<td>1.72</td>
<td>1.75</td>
<td>1.76</td>
<td>1.77</td>
<td>1.78</td>
<td>1.78</td>
</tr>
<tr>
<td>6</td>
<td>1.80</td>
<td>1.88</td>
<td>1.91</td>
<td>1.94</td>
<td>1.95</td>
<td>1.95</td>
<td>1.96</td>
</tr>
<tr>
<td>8</td>
<td>2.01</td>
<td>2.02</td>
<td>2.02</td>
<td>2.11</td>
<td>2.05</td>
<td>2.16</td>
<td>2.17</td>
</tr>
</tbody>
</table>

$n$: size of the matrix  
$p$: number of processors

### Table 1(c)

**Efficiency (%)**

<table>
<thead>
<tr>
<th>$n$</th>
<th>480</th>
<th>960</th>
<th>1920</th>
<th>3840</th>
<th>7680</th>
<th>11520</th>
<th>15360</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>36.80</td>
<td>38.01</td>
<td>38.55</td>
<td>38.87</td>
<td>39.02</td>
<td>39.19</td>
<td>39.41</td>
</tr>
<tr>
<td>5</td>
<td>33.25</td>
<td>34.41</td>
<td>34.99</td>
<td>35.26</td>
<td>35.47</td>
<td>35.64</td>
<td>35.67</td>
</tr>
<tr>
<td>6</td>
<td>30.05</td>
<td>31.35</td>
<td>31.89</td>
<td>32.27</td>
<td>32.44</td>
<td>32.58</td>
<td>32.60</td>
</tr>
</tbody>
</table>
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results (see Fig. 1). For a fixed \( n \), the speedup increases as the number of processor increases. It is nearly a linear function of \( p \). This proves the optimal performance of the proposed algorithm. For a fixed \( p \), the efficiency increases with \( n \). Two cases (\( p = 4 \) and \( p = 8 \)) are plotted in Fig. 2. For \( p = 4 \), the theoretical speedup should be 1.6. The practical results are between 1.47 and 1.58. They are within 91.99 and 98.54% of the predicted results. For \( p = 8 \), the theoretical speedup should be 3.2. The practical results are between 2.04 and 2.17. They are within 62.77 and 67.83% of the predicted results. This is because that the influence of the sequential computation in this algorithm and the system overhead increase with \( p \). These results are consistent with the theoretical analysis in the last section.

The sequential part of the program PTRD is by no means restricted to the execution on one processor. In fact, the calculation of \( S_{(t+1)} \cdot k \) can be done in parallel. For large values of \( p \), this calculation can be parallelized recursively.

5. Conclusions

A new parallel method for solving symmetric tridiagonal eigenvalue problems is proposed and analyzed in terms of its performance on the MIMD environment. Compared with previous results, this method has a linear speedup, which is greater than the existing results, and the data communication between processors is less than that required for other methods. The experimental results are shown to achieve the expected performance and are of testimony to the efficiency of the parallel algorithm. The results also reflect that the overhead and the influence of sequential fraction in a parallel algorithm of an MIMD computation becomes less significant as the ratio between the problem size and the number of processors increases.

In conclusion, we have noted that the segmentation (or partitioning) method can be used in many numerical computation problems for parallel execution. One problem is how to decide the partitioning strategy to minimize the overhead. Much research work needs to be done in the future.
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