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ABSTRACT

ENDE: An End-to-end Network Delay Emulator. (August 1998)
Ikjun Yeom, B.S.,Yonsei University

Chair of Advisory Committee: Reddy, Dr. Narasimha

The Internet provides a common interface between different types of computers
and networks, and various applications and protocols are constantly being developed.
A new protocol or application after being developed has to be tested on the real
Internet or simulated on a testbed for debugging and performance evaluation. A
protocol developer typically requires access to multiple machines across the Internet
for this reason.

In this thesis we present a new tool that can emulate end-to-end delays between
two hosts without requiring access to the second host. The tool enables the user to
test new protocols realistically on a single machine. The tool observes network status
on a particular path using ICMP packets and uses it as a real-time traffic source.
Experimented results are presented to show that this approach is effective and quite

accurate.
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CHAPTER 1

INTRODUCTION

The objective of this research is to implement a new tool for testing a new protocol
or application and to present the experimental results using the tool. The Internet
provides a common interface between different types of computers and networks, and
is rapidly growing. Various kinds of applications and protocols are running and are
being developed to run on the Internet. A new protocol or application after being
developed has to be tested on the real Internet or simulated on a testbed for debugging
and performance evaluation. Since the Internet is a large and complex network, it
is not practical to conduct sufficient experiments directly on the real network. The
user would need access to multiple hosts across the Internet. That is why we need
tools to mimic the Internet behaviors. However, it is not also easy to simulate its
packet behavior because of the network’s great heterogeneity and rapid change in the
Internet.

Some of well-known freely available network simulators are REAL [7], x-Sim [12]
and Network Simulator (ns) [11]. REAL (REalistic And Large) was initially devel-
oped from the NEST (Network Simulation Testbed) for comparing the fair queueing
gateway algorithm with first-come-first-served scheduling, and is used for various
purposes. One problem of REAL is that it may not model some of the behavior in
real networks, since it would be very hard to do a full implementation of the common
protocols.

X-Sim is a network simulator based on the x-kernel, which is an object-based

network protocol implementation framework developed at the University of Arizon-

The journal model is IEEE Transactions on Automatic Control.



a [13]. Brakmo and Peterson show that x-Sim is able to simulate the topologies and
traffic patterns of large-scale networks.

Ns is a simulation tool developed by the Network Research Group at the Lawrence
Berkeley National Laboratory. It was derived from REAL simulator. It is an event-
driven simulation engine and intended to explore the behavior inherent to the under-
lying congestion control algorithms, including the Slow Start, Congestion Avoidance,
Fast Retransmit, and Fast Recovery algorithms [11]. The limit of ns is that several
aspects of it don’t match the behavior of actual implementations. For example, ns
does not provide for two-way data within a single connection, and thus there is no
provision for piggy-backing acknowledgments on data packets [14].

The difficulties of the Internet traffic characterization and simulation have been
addressed by Paxson and Floyd [3]. The paper shows that the Internet has three key
properties: technical and administrative heterogeneity, rapid growth over time, and
immense changes over time. With these properties, it is difficult to obtain a general
agreement for characterizing the Internet traffic behavior. Thus a basic problem of
many Internet simulations is how to generate such traffic sources into simulations. The
difficulty with synthesizing such traffic lies in that no solid and abstract description
of Internet traffic exists.

The immediate motivation for building End-to-end Network Delay Emulator
(ENDE) was to implement a network-simulation tool, which uses the real-time Inter-
net traffic rather than traffic generated from the data collected with particular links
in the past. Since the Internet traffic changes rapidly over time, so we cannot be sure
that the data collected in past is still valid now. A simple model for ENDE is in
Fig. 1.

ENDE simulates end-to-end packet behavior on an Internet path between a local

host and a destination host. As shown in the model, ENDE consists of two single
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Fig. 1. A simple model for ENDE

server queues with a finite buffer. One is used as a forward path, and the other is
used as a reverse path. Packets from a client or a server are queued in each buffer
and transferred to a destination (the client or the server) after experiencing certain
delays.

Each delay consists of two components, a fixed component that includes the
transmission delay at a node and the propagation delay on the link, and a variable
component that includes the queueing delays at each node. The variable component
is determined by other Internet traffic. ENDE estimates the other Internet traffic
from Round Trip Times (RTT) of Internet Control Message Protocol (ICMP) packets.
ICMP is an integral part of Internet Protocol (IP) [9]. It allows a router or destination
host to communicate with the source, typically to report an error in IP datagram
passing. By using ICMP packets for collecting data representing the current state of
the Internet, ENDE can simulate current Internet packet behaviors without a login
access to the destination host. Using ENDE, we can examine the performance of a
new application level protocol with any remote host.

The rest of this thesis is organized as follows. Chapter 2 discusses how to

characterize end-to-end Internet packet behaviors and introduces new tools for mea-



suring and analyzing them. Chapter 3 presents a methodology to implement ENDE.
Chapter 4 presents simulation results and compares them with experimental results.

Finally, this thesis is concluded in Chapter 5.



CHAPTER II

END-TO-END INTERNET PACKET BEHAVIOR CHARACTERIZATION
In this chapter we propose new network tools for measuring the end-to-end Internet
packet behavior and discuss how to estimate effective bandwidth and how to syn-
chronize two network clocks for estimating One-way Transit Times (OTTs). The
Internet makes it hard to measure its packet behavior because of the network’s great
heterogeneity and rapid change. Several studies have been proposed to characterize
the Internet dynamics.

The end-to-end round trip delays of small UDP packets sent every 39.06 ms from
a source to a destination node are examined in [2]. The measurements indicate that
the TP level service provided in the Internet yields high losses, duplicates and reorder-
ings of packets, in addition that the round trip time varies over time significantly. The
authors also show that the Internet may have several problems, which still need to
be analyzed in order to improve the efficiency of protocols and control mechanisms
that it uses.

Bolot measured round-trip-delay of UDP echo packet stream sent at fixed inter-
vals to several Internet paths [1]. He characterized end-to-end Internet packet delay
and loss, and estimated bottleneck bandwidths on the paths from the measurements
with packet pair technique. He found good agreement in estimating bottleneck
bandwidth by using packet-pair technique.

Packet-pair technique was proposed to estimate available bandwidths by Keshav
in [6]. The fundamental idea is that if two packets are sent successively and also
if we can assume that no other Internet traffic is received at the queue between the
arrival times of two consecutive packets, then the packets will leave the queue at

interval, P/B seconds, where P and B represent packet size and effective bandwidth,
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