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ABSTRACT

Delayed Congestion Response Protocols. (August 2001)

Sumitha Bhandarkar, B.E., Mysore University, India

Chair of Advisory Committee: Dr. A. L. Narasimha Reddy

There has been a surge of new real-time multimedia applications over the IP network which cannot use TCP because the congestion control algorithm of TCP results in drastic variations in the sending rate, which in turn affect the user perceived quality. As a result several of these applications use UDP. The fact that UDP does not respond to congestion in any way has raised several questions about possible congestion collapse of the internet and fairness to existing TCP-based applications. Several congestion control algorithms suited for such applications have been proposed which claim bandwidth in a “TCP-friendly” manner. However all of them reduce their sending rate once and as soon as allowed by the protocol design, when a packet drop occurs. In this thesis we have proposed a novel scheme by which response to congestion is \textit{deliberately} delayed by $\tau$ RTTs. We have provided the framework for this class of protocols in general and examined three cases in particular. For these three cases we have developed analytical models and derived the conditions under which they are TCP-friendly. With these conditions we have run simulations on the ns-2 platform to show that they are indeed TCP-friendly. By showing that delayed congestion response is possible, we have laid the ground work for the development of a whole new class of protocols which are not just TCP-friendly and capable of providing early warning to the application regarding an impending reduction in the sending rate but also can be designed to have a smooth congestion response.
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CHAPTER I

INTRODUCTION

Even in the face of a tremendous growth in the number of users and applications for the internet, the internet itself has been very stable. This stability has been primarily due to congestion avoidance mechanisms of TCP [1], which is still the most dominant protocol on the internet. However, for some emerging applications such as streaming and real-time audio and video, TCP is not very well suited because the congestion avoidance algorithm in TCP reduces the sending rate by half, when congestion is detected in the network. This appears to be unnecessarily severe to most multimedia applications as it can noticeably reduce the user-perceived quality [2]. Also, the reliability mechanism in TCP uses retransmission of lost packets, which results in an increased end-to-end delay. As a result, most of the real-time multimedia services such as IP-telephony and group communication choose not to use TCP. UDP, which does not provide any reliability or congestion control mechanisms seems like a good alternative in such cases.

As can be expected, the increase in the use of UDP will threaten the stability of the best-effort internet and might result in a “congestion collapse” where an increase in the network load results in a decrease in the useful work done by the network [3]. In addition to a concern about congestion collapse, there is a concern about “fairness” for best-effort traffic. Because TCP “backs off” during congestion, a large number of TCP connections can share a single, congested link in such a way that bandwidth is shared reasonably equitably among similarly situated flows. The equitable sharing of bandwidth among flows depends on the fact that all flows are running compatible

The journal model is *IEEE Transactions on Automatic Control*. 
congestion control algorithms. The growth of best-effort traffic that does not use TCP underscores this concern about fairness between competing best-effort traffic in times of congestion.

In the light of these problems there has been a surge of interest in a new class of protocols termed as “TCP-friendly” protocols. TCP-friendliness indicates that the new protocol should simply choose to send at a rate no higher than a TCP connection under similar conditions of round trip delays and losses. Several “TCP-friendly” protocols have been proposed for streaming multimedia applications which provide stable sending rates that acquire the same bandwidth as TCP, when averaged over time intervals of several seconds or even the entire life time of the flow [4]. In this thesis we have tried to understand TCP-friendliness and the factors that affect it. We examine TCP-friendliness from not just the perspective of a protocol but also the various conditions prevailing in the network. Also, most of the currently proposed protocols respond to congestion by instantaneously reducing the sending rate, based on the conception that this is required to bring the buffer sizes back to their normal steady state values. In this thesis, by implementing Delayed Congestion Response protocols, we show that the response to congestion can be delayed over $\tau$ RTTs or smoothed over this time range.

A. Related Work

An analytical model for TCP throughput was developed by J. Padhye et al. [5] which provides the equation for TCP throughput in terms of loss rate and RTT. This model captures the behavior of fast retransmit and the timeout mechanism of the TCP congestion control algorithm and has been evaluated using the network traces obtained from the internet. According to this model the throughput $T$ of a TCP connection
with packet size of $S$, RTT of $R$ and drop probability $p$, is given by

$$T = \frac{S}{R\sqrt{\frac{2p}{3}} + T_{RTO}(3\sqrt{\frac{2p}{3}})p(1+32p^2)}$$

where $T_{RTO}$ is the retransmission timeout interval.

This can be simplified to the form

$$T = \frac{\sqrt{\frac{3}{2}}}{R\sqrt{p}}$$

Based on this equation, the criteria for TCP-friendliness is developed. Any protocol claiming to be TCP-friendly should have an average throughput which is less than or equal to the throughput indicated in the equation above. In a very generalized manner, a protocol is said to be TCP-friendly if its throughput $\alpha \frac{1}{\sqrt{p}}$

Several TCP-friendly protocols have been proposed, some that directly use the above equation and others which are based on the $\frac{1}{\sqrt{p}}$ relation. In the next few pages we provide a quick review of three such schemes.

1. TFRC: Equation based congestion control

In [6] Floyd et al. proposed a technique for implementing TCP-friendly congestion control for unicast applications which does not utilize TCP at the transport layer. Instead, the sender adapts its sending rate, guided by the TCP control equation, in response to the feedback from the receiver. The primary goal of this approach is to avoid aggressively seeking and using the available bandwidth, and maintaining a relatively steady sending rate, while still being responsive to congestion.

Applying the TCP response function using the equation above requires that the parameters $R$, $S$, $T_{RTO}$ and $p$ are determined. The round trip time $R$ can be measured at either the receiver or the sender and based on it the $T_{RTO}$ can be estimated. Also,
the packet size $S$ is known. The receiver computes the loss event $p$ using the Average Loss Interval method, where the loss rate is computed by averaging the loss rates over several loss intervals. Also, weighted averaging is used with larger weights for the most recent intervals, to deploy history discounting which allows a more timely response to a sustained decrease in congestion. In cases of persistent congestion, TFRC requires about four to eight round-trip times to halve its sending rate.

The TCP equation shown above is for the steady state and does not address the slow start behavior of TCP, where sending rate is doubled for each RTT. Traditional TCP algorithm is ACK-clocked and thus ensures that the sending rate cannot exceed twice the bottleneck link bandwidth during slow start. In order to provide similar behavior to TFRC, the receiver feeds back the rate that packets arrived at the receiver during the last measured RTT. If loss occurs then slow start is terminated, otherwise the sender sets its rate to: $T_{actual,i+1} = min(2T_{actual,i}, 2T_{received,i})$

Through simulations on ns and implementation on the Dummynet network emulator, this paper has shown that TFRC is fair when competing with TCP traffic across a wide range of network conditions. Also, for loss rates less than about 9%, the inter-flow fairness of individual TFRC is better than TCP flows. TFRC also continues to be fair in the presence of long-duration background traffic as well as ON-OFF flows.

2. LDA+ : Loss delay based adaptation algorithm

In the above mentioned protocol, the sender adapts its sending rate according to the TCP equation based on the feedback from the receiver. An alternate method was designed by Sisalem et al. in [7] which used real time transmission protocol (RTP) for exchanging feedback information about the round trip time and losses at the receiver. RTP is an application level protocol for multimedia services where data is sent by
adding an additional header to the data stream and control reports are sent periodically by using the control part of the protocol, termed RTCP. LDA+ is an additive increase, multiplicative decrease algorithm in which the addition and reduction values are determined dynamically based on the network condition in accordance with the TCP equation using RTCP messages, which include information about the losses and delays noticed in the network.

Via simulations, it has been shown that LDA+ is TCP-friendly and also that adding LDA+ flows to the network does not affect the performance of the WWW traffic any different than long lived TCP connections. Results also suggest that LDA+ reduces the network congestion while maintaining high network utilization levels. Experiments were also conducted on the internet with a host sending data packets over a TCP connection to some destination, while simultaneously the host sent UDP packets to the same destination with the transmission rate determined using LDA+. Results showed that in the presence of asymmetry in the network where the reverse channel had a higher droprate, LDA+ scheme could utilize the network much better than TCP. This was because the LDA+ adaptation algorithm depends on only the loss rate from the sender to the receiver, whereas TCP being ACK-clocked depends on reverse channel drop rates too.

Being an application level protocol which provides closed feedback loop between the sender and receiver, LDA+ is an attractive option since it does not require the implementation of transport layer protocol. However, since it depends upon the RTP protocol, and the interval between sending two RTCP messages is typically around five seconds, the RTP sender cannot change the sending rate fast enough in the case of rapid changes in the network conditions. Also, since the receiver reports use eight bits for indicating loss information, the lowest loss information that can be conveyed is 0.002. For loss probabilities, less than these LDA+ will be much more aggressive
than TCP, since the loss probability will be rounded off to zero.

3. TCP-friendly protocols based on binomial algorithms

In a slightly different perspective from the above mentioned approaches, a novel way to implement TCP-friendly protocols was proposed by Bansal et al. in [8]. In this paper, the increase and decrease rules for TCP congestion response were generalized in the form of binomial equations. Detailed analysis of these equations were made and compared with the TCP analytical model, thus presenting the conditions under which several TCP-friendly algorithms could be generated. This paper also provides the simulation results of the implementation of two such binomial algorithms and brings out the role of buffer management schemes in maintaining the TCP-friendliness of the new schemes.

The binomial equations for the TCP congestion control were written as:

\[ I : \quad w_{t+R} \leftarrow w_t + \frac{\alpha}{w_t^2}; \quad \alpha > 0 \]

\[ D : \quad w_{t+\delta t} \leftarrow w_t - \beta w_t; \quad 0 < \beta < 1 \]

where \( I \) refers to the increase in window as a result of receipt of one window of acknowledgements in a RTT and \( D \) refers to the decrease in window on detection of a loss by the sender, \( w_t \) the window size at time \( t \), \( R \) the round-trip time of the flow and \( \alpha \) and \( \beta \) are constants. Also, a linear increase in the window in a RTT is assumed.

With \( k = 0 \) and \( l = 1 \) these equations represent AIMD used in TCP. With \( k = -1, l = 1 \) we get MIMD, for \( k = -1, l = 0 \) we get MIAD and for \( k = 0, l = 0 \) we get AIAD, thereby covering the class of all linear controls. This family of algorithms where the control expressions are represented as the addition of two algebraic terms with different exponents has been named binomial congestion control algorithms. These protocols are simple to implement and analyze and have the additional benefit that
with \( l < 1 \) the decrease is in general, less than a multiplicative decrease which is a desirable property for streaming and real-time audio and video.

On the analysis of these equations it was found that the throughput \( T \propto \frac{1}{p^RT} \).

In order that this family of protocols is TCP-friendly, it should satisfy the relationship \( T \propto \frac{1}{\sqrt{p}} \). Thus we have the \( k + l \) rule, namely, \( k + l = 1 \) and \( l \leq 1 \) for suitable values of \( \alpha \) and \( \beta \). This implies that there is a wide range of TCP-friendly binomial controls parametrized by \( k \) and \( l \), and applications can choose from this family depending on their needs and the level of rate degradation they can sustain. Also the binomial control protocols converge to fairness as long as \( k \geq 0 \), \( l \geq 0 \) and \( k + l > 0 \).

Simulations were conducted and results were presented for two interesting TCP-friendly algorithms named as IIAD (inverse-increase/additive-decrease) and SQRT with \((k = 1, l = 0)\) and \((k = 1/2, l = 1/2)\) respectively. The results indicate that both IIAD and SQRT interact well with TCP AIMD across a wide range of network conditions over a RED bottleneck gateway.

One important observation made in this paper is that even if the a protocol adheres to the \( T \propto \frac{1}{\sqrt{p}} \) rule, it may not necessarily mean that it is TCP-compatible. This indicates that over a wide range of parameters, TCP-friendliness does not necessarily imply TCP-compatibility. The unfairness stems from the buffer management algorithms implemented at the congested gateway and the size of the buffers. The less aggressive TCP-friendly protocols reduce their window, on congestion notification, less drastically than the AIMD protocols. As a result the queue length at the congested router may not be sufficiently reduced and other competing flows may be forced to have higher droprates. Thus the droprates observed by two flows competing at a droptail bottleneck are not equal, invalidating the results of the steady state analysis. In contrast, the RED gateways are designed to explicitly equalize packet
loss rates across the flows, and thus alleviate this problem.

B. Motivation

With the increase in the number of real-time streaming audio and video applications on the internet, the need for TCP-friendly protocols cannot be stressed enough. There has been a subsequent amount of research in the area of TCP-friendly protocols some of which were mentioned above. A website dedicated to TCP-friendliness [9] maintains an updated list of newer protocols. Additional references to work in related areas is provided in [10] through [19]. The primary aim of most of the TCP-Friendly protocols is to provide smooth congestion response. All these protocols respond to congestion by decreasing the sending rate once, as instantaneously as allowed by the protocol design. In this thesis, we aim to show that it is possible to have a delayed congestion response protocols which delay the congestion response by an interval of $\tau$ RTTs upon the notification of congestion in the network. We investigate the possible courses of action for the congestion window during this time period $\tau$ RTTs, and analyze them to develop analytical steady state models. With such a protocol which is TCP-friendly, not only do we have a choice of providing the application with an early warning of an impending reduction in the sending rate but can also provide smoother congestion response compared to TCP by choosing proper parameters. In the course of studying Delayed Response Protocols, we aim to obtain a better understanding of the concept of “TCP-friendliness”.

C. Organization

The rest of the thesis is organized as follows. In chapter II, we take a look at the delayed congestion response protocols in general. In chapter III, we examine an algorithm for delayed congestion response where the window continues to increase
during the delay interval. In chapter IV, we look at an algorithm where the congestion window is decreased in smooth steps during the delay interval. In chapter V we examine an algorithm where the window is held constant during the delay interval. Finally in chapter VI, we present the conclusions and future work.
CHAPTER II

DELAYED CONGESTION RESPONSE

A. Why Study the Delayed Congestion Response Protocols?

For the multimedia applications to be able to use an underlying protocol that responds to congestion, one of the primary requirements is that the protocol should have a smooth congestion response. Alternatively, if the transport protocol is capable of providing an advance warning of a reduction in the sending rate, then smart applications can be built to take advantage of this warning and use buffering techniques to damp out variations in the sending rate. The primary mechanism by which a protocol perceives the congestion in the network is through packet drops. The current protocols which respond to congestion normally reduce their sending rate as soon as they realize that a packet is dropped, thus leaving very little room for a warning to be sent to the application. With delayed congestion response, protocols could send a warning to the application when a packet drop is perceived, and then within a certain time interval respond to congestion.

There has not been much work in investigating the effects of delayed congestion response in contemporary literature. With the traditional routers which normally implement a droptail algorithm, congestion notification is provided to the end hosts only when the queues at the bottleneck link are filled up. In such a situation, it becomes necessary to respond to congestion immediately or at least start the reduction in sending rate immediately, to ensure that the drop rates seen by competing flows does not go up drastically. Many new active buffer management schemes (ex. RED, LQD, SFQ etc) have been proposed and RED is being provided as an option with many of the new routers. As the internet moves towards widespread deployment of routers
with active queue management schemes, it becomes possible for delayed response protocols to co-exist with protocols responding to congestion immediately. However, in order to ensure that the fairness is maintained between such flows and those that respond to congestion instantaneously, it is necessary that the delayed congestion response protocols have to be TCP-friendly. Also, since they will primarily be used with real-time streaming audio and video applications, it is necessary to keep their congestion response as smooth as possible.

From this perspective, the study of feasibility of delayed congestion response protocols, their effects on the existing protocols and the way they react to network conditions is not just a very necessary exercise, but also paves way for a whole new line of research.

B. Characterization of Delayed Congestion Response Protocols

In order to understand the delayed congestion response protocols, we represent the congestion control in terms of a quartet \((f_1(t), f_2(t), \tau, \gamma)\). When there is no congestion in the network, the protocol seeks out available bandwidth using the function \(f_1(t)\). On congestion notification, the protocol delays the congestion response by \(\tau\) RTTs. During this period, the congestion window follows the function \(f_2(t)\). At the end of the interval \(\tau\) the congestion window will be reduced by a factor \(\gamma\) from its current window value. Fig. 1 shows these parameters.

In Fig. 1 only one function is shown for \(f_1(t)\) and three different for \(f_2(t)\). The reason for this is, we conducted our experiments with three different response behaviors for the time interval \(\tau\) RTTs, one where the window continues to increase, one where the window is held constant and one where the window gracefully decreases during the interval \(\tau\). The function \(f_1(t)\) was kept similar to that of TCP.
Fig. 1. Congestion Window for Delayed Congestion Response Protocols

Implementation details, analysis and the simulation results are provided in the following chapters.
CHAPTER III

DCR-I: USING AN INCREASING FUNCTION FOR $f_2(t)$

In this algorithm, the congestion window continues to increase for a time interval of $\tau$ RTTs after the congestion notification. At the end of this interval the window is reduced to $\gamma$ times the current window size. The function $f_1(t)$ is similar to TCP function and the function $f_2(t)$ should be an increasing function. For the sake of simplicity, we have set $f_2(t) = f_1(t)$. Thus we have,

$$
\begin{align*}
    f_1(t) &: \quad w_{t+R} \leftarrow w_t + \alpha; \quad \alpha > 0 \\
    f_2(t) &: \quad w_{t+R} \leftarrow w_t + \alpha; \quad \alpha > 0, t_{drop} < t < t_{drop} + \tau \\
    w_{t_{drop}+\tau} &\leftarrow \gamma \ast w_{t_{drop}+\tau-\epsilon}; \quad \gamma < 1
\end{align*}
\tag{3.1}
$$

A. Simple Analysis

We first analyzed this protocol to check if is TCP-friendly. Here we present some details of the analysis. The analysis follows closely the analysis of binomial equation protocols presented in [8]. Using the equation (3.1), we get using a continuous fluid approximation and linear interpolation of the window between $w_t$ and $w_{t+R}$

$$
\frac{dw}{dt} = \frac{\alpha}{R} \\
\Rightarrow \quad w = \frac{\alpha t}{R} + C
\tag{3.2}
$$

As can be seen from Fig. 2, at steady state, the parameters $T_D$ and $N_D$ are independent from time shifting the curve along the horizontal (time) axis. This implies that one can arrange it such that a downward extrapolation of the curve passes through the origin. That is, without loss of generality and with no change to
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$T_D$ and $N_D$, one can set $C = 0$. Thus we have,

$$w = \frac{\alpha t}{R}$$

or

$$t = \frac{wR}{\alpha} \quad (3.3)$$

Clearly, the throughput (in packets per second), $\lambda$ can be given by the number of packets that can be sent between two successive drops ($N_D$) divided by the time interval between two successive drops ($T_D$).

From Fig. 2 we have

$$T_D = t_2 - t_1$$

$$= \frac{R}{\alpha} (w_2 - w_1) \quad (3.4)$$

From the quartet defining the delayed congestion response equations we have the
parameter $\gamma$ which defines the relationship between $w_1$ and $w_2$. Thus, we have $w_1 = \gamma w_2$. Substituting this in the above equation, we get

$$T_D = \frac{R}{\alpha} \cdot w_2 \cdot (1 - \gamma)$$

(3.5)

$N_D$ is the shaded are under the curve in the figure. Thus we have,

$$N_D = \int_{t_1}^{t_2} \frac{w(t) \, dt}{R}$$

$$= \frac{1}{R} \int_{t_1}^{t_2} \left( \frac{\alpha t}{R} \right) \, dt$$

$$= \frac{\alpha}{2R^2} \left( t_2^2 - t_1^2 \right)$$

$$= \frac{1}{2\alpha} \cdot w_2^2 \cdot \left( 1 - \gamma^2 \right)$$

(3.6)

However, since $N_D$ is the number of packets between two consecutive drops we have the steady state drop probability $p = 1/N_D$.

$$N_D = \frac{1}{p}$$

$$\frac{1}{2\alpha} \cdot w_2^2 \cdot \left( 1 - \gamma^2 \right) = \frac{1}{p}$$

Thus, $w_2 = \sqrt{\frac{2\alpha}{p(1 - \gamma^2)}}$

(3.7)

Substituting these values for the throughput equation we get,

$$\lambda = \sqrt{\frac{\alpha(1 + \gamma)}{2(1 - \gamma)}}$$

(3.8)

Thus $\lambda \alpha 1/\sqrt{p}$, showing that delayed congestion response protocols with the quartet $(f_1(t), f_2(t), \tau, \gamma)$ that we have taken should be TCP-friendly. In order to ensure that the throughput of a flow using this protocol is the same as that of TCP, we need
to have the following condition satisfied

\[
\frac{3}{2} = \frac{\alpha (1 + \gamma)}{2 (1 - \gamma)} \\
\alpha = \frac{3 (1 - \gamma)}{(1 + \gamma)}
\]

There are an infinite number of values for \(\alpha\) and \(\gamma\) that satisfy the above condition. We take \(\alpha = 1\) and \(\gamma = 1/2\) since this will make the control dynamics of the protocol similar to TCP-Reno, except that the congestion response is delayed by a factor of \(\tau\) RTTs.

B. Implementation

In order to test the effects of such a protocol, we implemented it on the ns-2 platform. TCP-Reno was modified such that, when three dupacks were received to indicate a packet drop, instead of reducing the congestion window, the response time was noted as ‘\(t + \tau\)’ RTTs. At the end of this time interval the window was reduced to half the window size that it had achieved. Thus we have \(\alpha = 1\) and \(\gamma = 1/2\).

C. Simulation Results

All simulations were conducted with the dumb-bell topology as shown in the Fig. 3 with one bottleneck link connecting ‘\(n\)’ number of sources with ‘\(n\)’ number of sinks. The bandwidth of the bottleneck link is \(B\)Mbps and its delay is \(d\)ms. The buffer size at the router R1 was set to \(3 \times B \times d\) unless specified otherwise. The routers were configured to have the RED buffer management scheme unless specified otherwise. The RED parameters of minimum threshold, maximum threshold and \(p_{\text{max}}\) were set to 25% of the buffersize, 75% of the buffersize and 0.1 respectively. A flow consisted of packets along the link from \(\text{src } i\) to \(\text{sink } i\). In all the simulations half of the flows were
TCP-Reno and the other half were DCR unless specified otherwise. All simulations were conducted for 600 seconds. All the readings were gathered only after the first 100 seconds, in order to ensure that steady state was reached. Also, the bottleneck link utilization is always more than 90%, most of the time more than 99.9%.

Fig. 3. Network Topology for the Simulations

The results of almost all the experiments are presented in the form of a graph. A brief description of these graphs is warranted. Each graph contains a series of curves. On the X-axis we plot the response delay and on the Y-axis we show the Fairness Index which is measured as the ratio of the average steady-state goodput of DCR flows to that of the TCP-Reno flows. Each curve represents one set of simulations for one particular value of the condition we are checking. For instance if we are verifying the Fairness Index at different droprates, then each of the curves in the graph represents the results of simulations for one value of the droprate. The accompanying legend will keep track of what the value of the condition was for which each of these curves were
obtained. In this example, the legend represents the different droprates for which the simulations were conducted and the results are depicted.

1. Fairness Index at different droprates

In this simulation, we investigate the TCP-friendliness of DCR-I at different droprates. The bandwidth of the bottleneck link was set to 10Mbps and RTT was 36 ms. Number of flows were varied to obtain different droprates. Fig. 4 shows the Fairness Index of DCR-I with respect to TCP-Reno at different values of the parameter \( \tau \) for different droprates.

![Fairness Index of DCR-I at different droprates.](image)

Fig. 4. DCR-I: Fairness Index at Different Droprates

It may be noted from this graph that for any particular value of \( \tau \), even while the droprates are varied, the variation in the Fairness Index remains within a 20% band except at low values of droprates. Also, as the value of \( \tau \) is increased, the fairness
decreases since the Fairness Index keeps increasing. However, even for large values of \( \tau \) such as 20 RTTs, the Fairness Index is 1.5 indicating that on an average, DCR-I flows get about one and half times the bandwidth share of TCP-Reno. This is fairly reasonable because even with just TCP-Reno flows, the Fairness Index is not exactly 1 for the different competing flows.

2. Fairness Index at different buffer sizes

This simulation was conducted to investigate the effects of network conditions on the TCP-friendliness of DCR-I. The bandwidth of the bottleneck link was set to 4Mbps and RTT was 60 ms. There were 8 flows in the topology out of which 4 were TCP-Reno and the other 4 were DCR-I. The buffersize at router R1 was varied from 0.5 times to 10 times the delay-bandwidth product of the bottleneck link. The RED parameters were maintained as mentioned above, that is the minimum threshold was set to 25% of the buffersize, the maximum threshold to 75% of the buffersize and \( p_{max} \) was set to 0.1. The droprates were in the range 1-4 %. Fig. 5 shows the Fairness Index of DCR-I with respect to TCP-Reno at different values of congestion response delay \( \tau \) for different buffer sizes.

From the graph we see that the TCP-friendliness is not affected by the amount of buffers available at the bottleneck router. Irrespective of whether the queue can just hold 5 packets or 100 packets at the bottleneck router, for any particular value of \( \tau \), the Fairness Index remains almost the same.

3. Fairness Index with a mixed workload

The aim of this simulation is to investigate whether the TCP-friendliness of DCR-I is affected workload mix. The network topology is similar to the experiment investigating the effects of different droprates. However the total number of flows is fixed while
Fig. 5. DCR-I: Fairness Index at Different Buffer Sizes

the percentage of TCP-Reno and DCR-I flows is varied. Fig. 6 shows the results.

From the graph we see that there are a lot of variations in the Fairness Index as the percentage of DCR-I and TCP-Reno flows are varied inspite of keeping the total number of flows constant. With larger number of DCR-I flows in the system, the bandwidth is shared quite fairly. However, when there are lesser DCR-I flows in the system, they manage to claim much more than their fair share of their bandwidth by forcing the TCP-Reno flows to have a larger droprate. These results indicate that even in the presence of RED routers, which inherently balance the per-flow droprates by randomly dropping packets in the presence of congestion, different values of droprates can be seen by different flows, when workload mix is varied. Sample values of the per-flow droprates are provided in Table I.
Fig. 6. DCR-I: Fairness Index with Mixed Workload

Table I. DCR-I: Sample Values of Per-flow Droprates for Mixed Load

<table>
<thead>
<tr>
<th>tao</th>
<th>1 Reno + 15 DCR-I</th>
<th>8 Reno + 8 DCR-I</th>
<th>15 Reno + 1 DCR-I</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>reno perflow</td>
<td>DCR-I perflow</td>
<td>reno perflow</td>
</tr>
<tr>
<td></td>
<td>droprate (%)</td>
<td>droprate (%)</td>
<td>droprate (%)</td>
</tr>
<tr>
<td>2</td>
<td>1.669</td>
<td>2.381</td>
<td>1.755</td>
</tr>
<tr>
<td>4</td>
<td>1.662</td>
<td>3.060</td>
<td>1.739</td>
</tr>
<tr>
<td>6</td>
<td>1.719</td>
<td>3.101</td>
<td>1.711</td>
</tr>
<tr>
<td>8</td>
<td>1.608</td>
<td>3.294</td>
<td>1.787</td>
</tr>
<tr>
<td>10</td>
<td>1.646</td>
<td>3.391</td>
<td>1.886</td>
</tr>
<tr>
<td>15</td>
<td>1.365</td>
<td>3.300</td>
<td>1.749</td>
</tr>
<tr>
<td>20</td>
<td>1.253</td>
<td>3.117</td>
<td>1.849</td>
</tr>
</tbody>
</table>
4. Simulations with droptail router

In this simulation, we investigate the TCP-friendliness of DCR-I when the buffer management scheme in the network is droptail. Thus, R1 and R2 were configured to be droptail routers. The rest of the topology is same as the experiment with RED router where we investigate the effects of different droprates on TCP-friendliness of DCR-I.

![Fairness Index of DCR-I at different droprates.](image)

**Fig. 7.** DCR-I: Fairness Index at Different Droprates with Droptail Router

It may be noticed from Fig. 7 that at higher drop probabilities and for larger values of \( \tau \) DCR-I manages to get almost two and half times the bandwidth share compared to that of TCP-Reno. Initially, we found these results puzzling, since the steady state analysis shows that the protocol DCR-I should be TCP-friendly. On a closer look at the per-flow droprates, we realised that the congestion response mechanism of DCR-I forces the competing TCP-Reno flow to have a higher droprate, thus inval-
idating the basic assumption of the steady state analysis, that all the flows should
have the same drop probability. This result is in agreement with the observation
made in [8]. It also supports our intuition that, in case of passive queue management
schemes, the delayed response protocols should atleast start to decrease their sending
rate when the congestion is perceived. Sample values of perflow droprates are shown
in Table II.

Table II. DCR-I: Sample Values of Per-flow Droprates with Droptail Router

<table>
<thead>
<tr>
<th>Bottleneck Link Droprate : 4.5 - 5.0%</th>
<th>tao</th>
<th>reno perflow droprate</th>
<th>dcr-i perflow droprate</th>
<th>link droprate</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>5.013</td>
<td>4.286</td>
<td>4.586</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5.793</td>
<td>4.099</td>
<td>4.748</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5.639</td>
<td>4.206</td>
<td>4.758</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>5.807</td>
<td>4.142</td>
<td>4.759</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5.667</td>
<td>4.147</td>
<td>4.774</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>6.127</td>
<td>4.181</td>
<td>4.867</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>6.487</td>
<td>4.214</td>
<td>4.977</td>
<td></td>
</tr>
</tbody>
</table>

5. Fairness Index when number of flows in the network exceed the available
buffersize at the bottleneck router

In this simulation, the number of flows in the network in increased while keeping the
buffersize at the bottleneck router, comparatively small. The topology consists of
bottleneck link with bandwidth 80Mbps and the RTT is set to 22ms. The bottleneck
link buffersize is set to 3*delay*bandwidth of the bottleneck link, which is 30 packets.
The RED parameters have been set as explained before. The number of flows is
then increased from 30 to 60 and then 90, with half the flows being TCP-Reno and the other half being DCR-I. The link droprate is in the range 1-5 %. The graph corresponding to the results is shown in Fig. 8.

![Graph showing Fairness Index of DCR-I with more flows exceeding bottleneck router buffersize.](image)

**Fig. 8.** DCR-I: Fairness Index with More Flows in the Network Than Buffers

It may be noted from the graph that DCR-I has an almost constant Fairness Index of about 1.4 until the \( \tau \) value of 10 RTTs. For higher values of \( \tau \), some of the DCR-I flows were floored and hence the Fairness Index drops drastically. This is more a result of overutilization than the DCR-I algorithm itself.

6. Effect of RED parameters on DCR-I

The simulations with droptail router indicate that unless an early notification is provided to the DCR-I protocol regarding the congestion in the network and unless
there are enough buffers at the bottleneck router to damp the effects of delayed congestion response, it ceases to be TCP-friendly. Since the TCP-friendliness seems to depend on the buffer management scheme we wanted to test the effects of RED parameters on the Fairness Index. We conducted several simulations for this. In Fig. 9 we present the results of two sets of simulations, one in which the maximum threshold was set to 75% of the buffersize and the minimum threshold was varied and in the second set, we set the maximum threshold to 100% and varied the minimum threshold.

It may be noted that the Fairness Index is quite stable unless in the cases where maximum threshold as well as the minimum threshold are close to 100%. This maybe expected, as under these circumstances RED behaves almost as a droptail router. Also it maybe noted that performance can only get better when the parameter maximum threshold is set to smaller values as larger amounts of the buffers will be available to dampen the effects of delayed response.

7. Effects of DCR-I clock resolution

One other thing of interest is the clock resolution used by the DCR-I Implementation. It may be noted that with a lower resolution clock, there will be errors in computing the RTT and this affects the congestion response interval $\tau * RTT$. For a topology with low RTT in the order of 10ms and the clock resolution is of the order 100ms quite a bit of error could be introduced. This is to be expected, as the time the DCR-I protocol spends claiming the bandwidth increases, and so does its bandwidth share. The effects are shown in this simulation. The network topology consisted of 32 flows, bottleneck link bandwidth of 10Mbps, RTT of 26 ms and buffer size of 3*delay*bandwidth of the bottleneck link. The same simulation was conducted once with a 100ms clock resolution and once with a 10ms clock resolution. The results are
Fig. 9. DCR-I: Effect of RED Parameters
shown in Fig. 10.

![Graph showing the effects of TCP Clock Resolution.](image)

**Fig. 10. DCR-I: Effect of Clock Resolution**

It may be noted that with a higher resolution clock a much better performance is achieved. As explained in the section on implementation, DCR-I was implemented based on the existing TCP-Reno implementation and all the simulation results shown are with the default clock resolution of 100ms. As a result, the results shown stray away from the analysis results due to the engineering issues in the clock implementation. Since our goal is to verify the analysis using simulations, we intend not to get bogged down with the engineering problems, and so will be repeating simulations with a 10ms clock resolution. Until those results are included here, we request the reader to judge the results presented here in a liberal manner.
8. Simulations with different set of values for DCR-I parameters.

As indicated in equation (3.9) a wide range of values can be chosen for the parameters \(\alpha\) and \(\gamma\). All the simulations presented above were conducted with the value of \(\alpha = 1\) and \(\gamma = 0.5\). In this section we present the simulation results for a different set of values for the DCR-I parameters. Here \(\gamma\) was set to 0.8 and \(\alpha\) to 0.333. The rest of the simulation topology was exactly the same as that for the simulation investigating the effects of droprates on Fairness Index. Fig. 11 shows the results.

![Graph showing Fairness Index of DCR-I at different droprates](image)

**Fig. 11.** DCR-I: Fairness Index for Different Values of DCR-I Parameters

As may be noted from the graph the Fairness Index is within 20\% of the ideal value of 1. It may also be noted that for any particular value of the droprate, the Fairness Index is almost independent of the droprate except at low droprates.
9. Smoothness of DCR-I protocol

One of the primary requirements for real-time multimedia applications is that variations in the sending rate should be minimum. We conducted some preliminary tests to verify the smoothness of the DCR-I protocol. The results are presented in this section.

To quantize and understand the smoothness of the DCR-I protocol we use the measure, coefficient of variance, which is defined as the standard deviation divided by the mean. This approach has been used before to verify the smoothness in [6]. We have used a similar approach as explained in the above mentioned paper. The throughput of each flow is noted over small units of time indicated by $\delta$ and the Coefficient of Variance for these values is calculated.

In the first experiment we took the throughput readings every 0.5 seconds and computed the co-efficient of variance for different values of the droprates. The number of flows in the topology was fixed at 16 and the bandwidth was varied to obtain the different droprates. The buffer size was set to $3 \times \text{delay} \times \text{bandwidth}$ of the bottleneck link. An RTT of 100ms was used and the clock resolution was 10ms. Coefficient of variance was computed for each flow. These coefficients of variances were then averaged for each type of flow. Table III shows the results for the two sets of simulations, one with $\alpha = 1.0$, $\gamma = 0.5$ and the other with $\alpha = 0.333$, $\gamma = 0.8$. As may be expected, the coefficient of variance for DCR-I with $\alpha = 1$ and $\gamma = 0.5$ is larger than that of TCP-Reno. However, by choosing the parameters differently, DCR-I may be made to have a smoother sending rate as indicated by the results for $\alpha = 0.333$, $\gamma = 0.8$.

In the second experiment we kept the droprate fixed and varied the value of $\delta$. Again 16 flows were used. The bandwidth of the bottleneck link was fixed at 50Mbps. Rest of the parameters were the same as the previous experiment. A droprate of 0.1%
was observed at the bottleneck link. The results as shown in Table IV indicate that DCR-I has lesser variance than TCP-Reno.

Table IV. DCR-I: Coefficient of Variance at Different Values of $\delta$

<table>
<thead>
<tr>
<th>delta (in seconds)</th>
<th>TCP Reno</th>
<th>DCR-I (alpha = 1.0, gamma = 0.5)</th>
<th>DCR-I (alpha = 0.333, gamma = 0.8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.405</td>
<td>0.377</td>
<td>0.373</td>
</tr>
<tr>
<td>0.5</td>
<td>0.347</td>
<td>0.279</td>
<td>0.318</td>
</tr>
<tr>
<td>1</td>
<td>0.323</td>
<td>0.252</td>
<td>0.300</td>
</tr>
<tr>
<td>2</td>
<td>0.280</td>
<td>0.218</td>
<td>0.255</td>
</tr>
<tr>
<td>5</td>
<td>0.218</td>
<td>0.174</td>
<td>0.206</td>
</tr>
<tr>
<td>10</td>
<td>0.170</td>
<td>0.137</td>
<td>0.154</td>
</tr>
<tr>
<td>15</td>
<td>0.145</td>
<td>0.114</td>
<td>0.129</td>
</tr>
</tbody>
</table>

From the results it is clear that DCR-I protocols have much smoother sending rate than TCP-Reno when compared over small time intervals. The smoothness of the protocols can be varied according to the needs of the application by simply adjusting the DCR-I parameters $\alpha$ and $\gamma$. 
10. Simulations with only DCR-I flows

In order to investigate the effects of having only DCR-I flows in a network, we conducted the following set of simulations. The bottleneck link bandwidth was set to 10Mbps and the end-to-end round trip time was set to 100ms. The number of flows in the network was varied to obtain different droprates. Fig. 12 shows the results. In the first graph the normalized throughput of each flow is plotted with the solid line indicating the average normalized per-flow throughput. In the second graph we show the link utilization at the bottleneck link. We notice from the graph that except at very low droprates, when the parameter \( \tau \) is set very high, the bandwidth is utilized well and shared in a fair manner.

D. Conclusions

From the steady state analysis we have proved that Delayed congestion response protocols with the values of \( f_1(t) \) and \( f_2(t) \) as indicated, which continue to increase the sending rate upon congestion notification can be TCP-friendly. Through simulations, we have shown that they are TCP-compatible under a wide range of network parameters in the presence of active queue management schemes like RED. The results seem to indicate that in order to be TCP-friendly even in the absence of active queue management schemes, the function \( f_2(t) \) should be a decreasing function. We investigate the affects of such a function in the next chapter.
Fig. 12. DCR-I: Simulation Results with Only DCR-I Flows in the Network
CHAPTER IV

DCR-D: USING A DECREASING FUNCTION FOR \( f_2(t) \)

In this algorithm, the congestion window is decreased gradually over a period of \( \tau \) RTTs on congestion notification. Since \( f_2(t) \) is already a decreasing function, we can set \( \gamma \) to 1. We tried several functions for \( f_2(t) \) to verify TCP-friendliness. The simplest one which satisfies the TCP-friendliness requirement is presented here. The control equations can be written as follows:

\[
\begin{align*}
    f_1(t) & : w_{t+R} \leftarrow w_t + \alpha; \quad \alpha > 0 \\
    f_2(t) & : w_{t+R} \leftarrow \beta \cdot w_t; \quad 0 < \beta < 1, t_{\text{drop}} < t \leq t_{\text{drop}} + \tau \\
    w_{t_{\text{drop}} + \tau} & \leftarrow \gamma \cdot w_{t_{\text{drop}} + \tau - \epsilon}; \quad \gamma \leq 1
\end{align*}
\]  

(4.1)

A. Simple Analysis

In this section we present some details of the analysis of this protocol. The analysis is done along the similar lines of DCR-I. In order to simplify the analysis we set the parameter \( \gamma \) to 1. The average throughput \( \lambda \) can be computed as the number of packets sent between two successive drops divided by the time between two successive drops. The number of packets sent between two successive drops is \( 1/p \). Hence we have

\[
\lambda = \frac{\frac{1}{p}}{(t_2 - t_1) + \tau R}
\]  

(4.2)

To find \( (t_2 - t_1) \):

Since \( f_1(t) \) is the same for DCR-I and DCR-D, the equation for \( (t_2 - t_1) \) remains
Fig. 13. Congestion Window for DCR-D Protocol

the same as in equation (3.4). Thus we have -

\[ t_2 - t_1 = \frac{R}{\alpha} (w_2 - w_1) \]  

(4.3)

From Fig. 13, we see that, when the packet drop occurs the congestion window is \( w_2 \). For \( \tau \) RTTs after the congestion notification, the window is reduced at a rate of \( \beta \) times the current window for each RTT. Thus at the end of \( \tau \) RTTs, the size of the congestion window will be \( \beta^\tau w_2 \). This is nothing but \( w_1 \). Thus we have

\[ w_1 = \beta^\tau w_2 \]  

(4.4)

Substituting (4.4) in equation (4.3) we have

\[ t_2 - t_1 = \frac{R}{\alpha} w_2 (1 - \beta^\tau) \]  

(4.5)
So now the throughput equation as given in (4.2) may be written as

\[
\lambda = \frac{1}{\frac{Rp}{\alpha} (1 - \beta^r) w_2 + \tau Rp}
\]

The term \(\beta^r\) is a constant. In order to simplify the equations, we replace it with \(K\). Thus we have

\[
\lambda = \frac{1}{\frac{Rp}{\alpha} (1 - K) w_2 + \tau Rp}
\]  \hspace{1cm} (4.6)

To find the value of \(w_2\):

We know that the total number of packets sent between two successive drops is \(1/p\). This is nothing but the shaded region of the graph. Thus

\[
N_1 + N_2 = \frac{1}{p}
\]  \hspace{1cm} (4.7)

The function \(f_1(t)\) is the same in DCR-D as in DCR-I. So from (3.3) we have,

\[
N_1 = \int_{t_1}^{t_2} f_1(t) dt = \int_{t_1}^{t_2} \frac{\alpha t}{R} \cdot \frac{dt}{R} = \frac{\alpha}{R^2} \left( \frac{t_1^2}{2} - \frac{t_1^2}{2} \right) = \frac{1}{2\alpha} w_2^2 \left( 1 - \beta^{2r} \right)
\]  \hspace{1cm} (4.8)

The function \(f_2(t)\) may be written in terms of the widow size \(w_2\) as follows

\[w(t) = w_2, \beta^t\]

Using this we can compute the number of packets \(N_2\) sent in the shaded region (2) as follows

\[
N_2 = \int_{t_2}^{t_2 + \tau} f_2(t) dt
\]
\[ w_2 = \int_0^\tau w_2 \beta^t \, dt \]
\[ = \left[ \frac{w_2 \beta^t}{\ln \beta} \right]_0^\tau \]
\[ = \frac{w_2}{\ln \beta} (\beta^\tau - 1) \quad (4.9) \]

Substituting these values in equation (4.7) we have

\[ \frac{1}{2\alpha} w_2^2 \left( 1 - \beta^{2\tau} \right) + \frac{w_2}{\ln \beta} (\beta^\tau - 1) = \frac{1}{p} \quad (4.10) \]

As explained above, \( \beta^\tau \) is a constant and is replaced by \( K \). This equation is now a quadratic equation with its roots giving the value of \( w_2 \) in terms of \( \alpha, \beta, \tau \) and \( p \).

Thus after simplification, we have

\[ w_2 = \frac{2\alpha + \sqrt{4\alpha^2 + 8 \cdot \ln^2 \beta \cdot \frac{a(1+K)}{p(1-K)}}}{2 \cdot \ln \beta \cdot (1 + K)} \quad (4.11) \]

We simplify the above equation at the risk of overestimating the value of \( w_2 \) by making the assumption that \( \sqrt{A^2 + B^2} = A + B \) for the numerator. Thus we have,

\[ w_2 = \frac{2\alpha + \sqrt{2a(1+K)} \cdot \ln \beta}{\ln \beta \cdot (1 + K)} \quad (4.12) \]

Inserting this value in the equation (4.6) we get

\[ \lambda = \frac{1}{\frac{2R_{p(1-K)}}{\ln \beta (1+K)} + R \sqrt{\frac{2p(1-K)}{a(1+K)}} + \tau R} \]
\[ = \frac{1}{R \left( \frac{2}{\ln \beta} \cdot \frac{(1-K)}{(1+K)} + 1 \right) + \frac{2p(1-K)}{a(1+K)}} \]
\[ = \frac{1}{R \left( \frac{2}{\ln K} \cdot \frac{(1-K)}{(1+K)} + 1 \right) + \sqrt{\frac{2p(1-K)}{a(1+K)}}} \quad (4.13) \]

The above equation gives the throughput for a DCR-D flow. However, for the DCR-D flow to be TCP-friendly, it should satisfy the condition \( \lambda \propto \frac{1}{\sqrt{\rho}} \). For that to
happen, the above equation should have only the second term in the denominator. This implies that,

\[ p^\tau \left( \frac{2}{ln\beta \cdot \frac{(1 - K)}{(1 + K)} + 1} \right) = 0 \]

\[ \frac{2(1 - K)}{(1 + K)} + lnK = 0 \] (4.14)

When K satisfies the above equation we have

\[ \lambda = \sqrt{\frac{\alpha(1 + K)}{2(1 - K)}} \] (4.15)

Comparing this with the TCP equation we obtain the value for \( \alpha \) as

\[ \frac{3}{2} = \frac{\alpha(1 + K)}{2(1 - K)} \]

\[ \alpha = \frac{3(1 - K)}{(1 + K)} \] (4.16)

B. DCR-D Parameters

Now we take a closer look at the values of K and \( \alpha \) required to make DCR-D TCP-friendly. First we look at equation (4.14). In order to satisfy this equation, K should be equal to 1. This implies that \( \beta \) should be 1. But for the function \( f_2(t) \) to be a decreasing function \( \beta \) should be less than 1. Setting K in the range 0.6 - 1.0 introduces negligibly small amounts of error as indicated in the Table V.

Several simulations were conducted to evaluate the effects of the parameter K on TCP-friendliness of DCR-D protocols. Fig. 14 shows the resulting graphs. It may be noted from these results that the parameter K primarily dictates the dependence of the Fairness Index on the droprate \( p \) and the delay \( \tau \). This is evident from the equation (4.13) which contains an additional term containing \( p \) and \( \tau \) whose effect is felt more and more as the error due to \( K \) increases. This error starts to manifest
Table V. DCR-D: Error Introduced by Parameter K

<table>
<thead>
<tr>
<th>K</th>
<th>( \frac{2}{mK} \cdot \frac{(1-K)}{(1+K)} + 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>0.0009</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0041</td>
</tr>
<tr>
<td>0.7</td>
<td>0.0105</td>
</tr>
<tr>
<td>0.6</td>
<td>0.0212</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0382</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0646</td>
</tr>
<tr>
<td>0.3</td>
<td>0.1055</td>
</tr>
</tbody>
</table>

itself at lower values of \( K \) where instead of being bunched up together, the curves are spread out indicating that the Fairness Index is starting to depend on \( p \). Also as \( K \) is increased DCR-D flows get much lesser than their fair share for larger values of the delay \( \tau \). Thus we concluded that it is favorable for the DCR-D protocol to use values of \( K \) as close to 1 as possible. At the same time we note that a value of \( K \) very close to 1, indicates that the congestion window is reduced very less on congestion notification. This calls for a trade off in choosing the value of \( K \) and we have chosen to set it to 0.8 for all our simulations. With this value of \( K \) the equation (4.13) is reduced to

\[
\lambda = \frac{1}{R \left( 0.0041 * p \tau + \sqrt{\frac{2p(1-K)}{\alpha(1+K)}} \right)} \quad (4.17)
\]

The parameter \( \alpha \) can be calculated for any chosen value of \( K \) using the equation (4.16).
Fig. 14. DCR-D: Fairness Index at Different Values of $K$
C. Implementation

The DCR-D protocol has two different modes of operation. When there is no congestion in the network, the protocol seeks out bandwidth using the same control equation as TCP as indicated by $f_1(t)$. We call this the increase mode. Upon the notification of congestion (indicated by three dupacks), the protocol sets a timer called the delayed response timer to expire at the end of $\tau$ RTTs and enters the decrease mode. During the decrease mode, the congestion window is reduced by the factor $\beta_{\text{window}}^{-1}$ on the receipt of each acknowledgement. Thus at the end of each RTT, the congestion window is reduced by the factor $\beta$. When the delayed response timer times out, we return to the increase mode.

One other factor to be taken into consideration is how to react to a packet drop in the decrease mode. We reason that if there is a packet drop in the decrease mode, then it is an indication that the network is severely congested and more drastic action is required than the smooth response of DCR-D. So when a packet is dropped during the decrease mode, the congestion window is drastically reduced by setting it to the target value of what it should be at the end of $\tau$ RTTs. From the implementation perspective, when the delayed response timer is set, we note the target value of the congestion window at the end of $\tau$ RTTs, which is $\beta^\tau$ times the current congestion window. When a packet drop is perceived, if there is a pending delayed response timer, then we reset it, set the congestion window to the target value and set the timer again in response to the latest drop and note the target value for it.

D. Simulation Results

The network topology was exactly the same as in DCR-I. Exceptions will be mentioned where appropriate. The DCR-D parameters were set to $K = 0.8$ and $\alpha = 0.333$
for most of the simulations. If these parameters are changed, then it will be mentioned in the explanation of the concerned simulation.

1. Fairness Index at different buffer sizes

For this experiment, the bandwidth of the bottleneck link was set to 10 Mbps. The end-to-end RTT was set to 100ms. The topology consisted of 32 flows, half of which were TCP-Reno and the other half were DCR-D. The queue length of the bottleneck router was increased from 1 to 10 times the delay-bandwidth product of the bottleneck link. A value of 0.8 was chosen for the DCR-D parameter K and hence α was set to 0.333. The link Utilization was greater than 97% (in most cases greater than 99%) and the link drop rate was in the range 2-4.5%. The DCR-D clock resolution was set to 10ms. Fig. 15 shows the resulting graph

![Graph](image)

**Fig. 15. DCR-D: Fairness Index at Different Buffer Sizes**

From the graph we see that for any particular value of τ the amount of buffers at
the bottleneck router does not affect the Fairness Index, when a reasonable amount of buffers is available. However when the number of buffers is low compared to the number of number of flows in the network, then the DCR-D flows tend to hog the bandwidth. This is evident in the curve for 1*delay*BW, where the queue length is 10 packets where as there are 32 flows in the topology. With sufficient buffers available the Fairness Index for DCR-D is within the range of 20% of the ideal value of 1 for \( \tau \) values of upto 6 RTTs. If \( \tau \) is set to a greater value DCR-D gets much less than its fair share. This is because the value of \( K \) is not 1, as required by the condition in equation (4.14). Due to the requirements of the application, if the DCR-D has to be operated at a larger \( \tau \) value then the error introduced can be compensated by choosing a slightly higher value of \( \alpha \).

2. Fairness Index at different droprates

In this experiment we aim to investigate exactly how much the drop rate \( p \) effects the Fairness Index of DCR-D for a selected value of \( K \) and \( \alpha \). The bandwidth of the bottleneck link is 10MBps and the RTT is 100ms. The buffer size of the bottleneck router is set to 6*delay*Bandwidth of the bottleneck link. The number of flows was increased from 16 to 106 to obtain the different droprates. All the while, 50% of the flows were TCP-Reno and the other 50% of the flows were DCR-D. Fig. 16 shows the results. It may be noted from the graph that the Fairness Index depends on the droprate \( p \) only for small valuers of \( \tau \).

3. Fairness Index with mixed workload

In most of the simulations the topology was setup such that half of the flows were of TCP-Reno and the other half were DCR-D. In this simulation we investigate the effects of having mixed workload. The bandwidth of the bottleneck link was set as
Fig. 16. DCR-D: Fairness Index at Different Droprates

10Mbps and the RTT was 100ms. The DCR-D parameters were as mentioned before, that is, $K = 0.8$ and $\alpha = 0.333$. The total number of flows was fixed as 16, however the percentage of flows belonging to each protocol was varied. The results of the simulation is presented in Fig. 17.

From the graph we see that the result is quite counter-intuitive. With larger number of DCR-D flows in the system, the bandwidth is shared quite fairly, with TCP-Reno getting larger share for larger values of $\tau$. However, when there is just one or three DCR-D flows in the system, they manage to claim much more than their fair share of their bandwidth by forcing the TCP-Reno flows to have a larger droprate. This is a very puzzling result and shows that TCP-friendliness is quite a complicated concept. Sample values of the per-flow droprates are provided in Table VI.
Fig. 17. DCR-D: Fairness Index with Mixed Workloads

Table VI. DCR-D: Sample Values of Per-flow Droprate for Mixed Load

<table>
<thead>
<tr>
<th>tau</th>
<th>1 reno + 15 DCR-D</th>
<th>8 reno + 8 DCR-D</th>
<th>15 reno + 1 DCR-D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TCP-reno perflo</td>
<td>DCR-D perflo</td>
<td>TCP-reno perflo</td>
</tr>
<tr>
<td>2</td>
<td>1.683</td>
<td>1.571</td>
<td>1.641</td>
</tr>
<tr>
<td>3</td>
<td>1.491</td>
<td>1.419</td>
<td>1.527</td>
</tr>
<tr>
<td>4</td>
<td>1.234</td>
<td>1.332</td>
<td>1.459</td>
</tr>
<tr>
<td>5</td>
<td>1.150</td>
<td>1.270</td>
<td>1.387</td>
</tr>
<tr>
<td>6</td>
<td>1.139</td>
<td>1.195</td>
<td>1.308</td>
</tr>
<tr>
<td>7</td>
<td>1.072</td>
<td>1.153</td>
<td>1.300</td>
</tr>
<tr>
<td>8</td>
<td>1.040</td>
<td>1.097</td>
<td>1.239</td>
</tr>
<tr>
<td>9</td>
<td>1.030</td>
<td>1.055</td>
<td>1.211</td>
</tr>
<tr>
<td>10</td>
<td>0.919</td>
<td>1.011</td>
<td>1.180</td>
</tr>
</tbody>
</table>
4. Simulations with droptail router

As it has been explained before, since the congestion control algorithms used in delayed response protocols are different from that in TCP-Reno, the protocols are not strictly TCP-friendly in the absence of buffer management schemes that explicitly force the different flows to have same droprates. This observation was made in [8] and we found that our simulations gave similar results. However, by setting the parameters of the DCR protocols to be similar to that of TCP-Reno, we can achieve reasonable performance. In order to show this we conducted an experiment by setting the DCR-D parameters to $(\alpha, K) = (1.0, 0.5)$. Droptail router was used at the bottleneck link. The results are presented in Fig. 18. It may be noticed from this graph that we can use Delayed Response Protocols, even in the presence of droptail router. However, the value of the parameters need to be chosen as mentioned above. By conducting simulations for these set of parameter values we noted that the smoothness is the same as TCP-Reno or in some cases worse than TCP-Reno. This calls for a trade off. If Delayed Response Protocols need to be used with droptail routers, then the applications should be built to take advantage of early warning regarding the reduction in sending rate and take appropriate measures to provide smooth sending rates.

Table VII shows the sample values of the per-flow droprates. For larger values of $\tau$, the average per-flow droprates observed by DCR-D flows is lesser than the TCP-Reno flows. As a result, for these values of $\tau$, the Fairness Index goes higher than 1.
Fig. 18. DCR-D: Fairness Index at Different Droprates with Droptail Router

Table VII. DCR-D: Sample Values of Per-flow Droprates with Droptail Router

<table>
<thead>
<tr>
<th>Bottleneck Link Droprate : 3.3 - 4.6%</th>
</tr>
</thead>
<tbody>
<tr>
<td>tao</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
</tbody>
</table>
5. Effects of DCR-D clock resolution

One other thing of interest is the clock resolution used by DCR-D while computing the RTT and scheduling the congestion response delay timer. It may be noted that with a lower resolution clock, several errors will be introduced. First of all, if the delayed response timer expires just after the previous clock tick, then the end of delayed response will not be scheduled until the next clock tick. Secondly, the RTT calculation itself will have a certain amount of error and since the timer is scheduled to expire at the end of $\tau \ast RTT$ seconds, additional error will be introduced. As a result the DCR-D algorithm spends longer time in the decrease mode. Thus the throughput share obtained by DCR-D decreases. In order to investigate this effect we conducted the following simulation. The network topology consisted of 32 flows, bottleneck link bandwidth of 10Mbps, RTT of 26 ms and buffer size of $3 \ast$delay*$bandwidth$ of the bottleneck link. The same simulation was conducted once with a 100ms clock resolution and once with a 10ms clock resolution. The results are shown in Fig. 19.

It may be noted from the graph that the curve for the simulation with 100ms clock resolution lags the curve for the simulation with 10ms clock resolution. However, with DCR-D there is an easy way around this problem. If it is known ahead of time that the clock has a low resolution, then the parameter $\alpha$ can be set to a larger value to compensate for the effects of clock resolution. In order to show this, we repeated the above mentioned experiment with an $\alpha$ value three times that indicated by the equation, that is $\alpha$ was set to 1.0. The results are shown in Fig. 20.

It may be noted that the performance of with 100ms clock resolution is indeed improved. Also, to be noted is that increasing the $\alpha$ value does not drastically increase the performance at 10ms clock resolution, whose Fairness Index is still within the acceptable range of 20% from the ideal value of 1.
Fig. 19. DCR-D: Effects of Clock Resolution

Fig. 20. DCR-D: Effects of Clock Resolution with Compensated Value of $\alpha$
6. Smoothness of DCR-D protocol

Here we present a comparison between the co-efficient of variance for DCR-D protocol and TCP-Reno. The coefficient of variance was computed as mentioned for the DCR-I protocol.

In the first experiment we took the throughput readings every 0.5 seconds and computed the co-efficient of variance for different values of the droprates. The number of flows in the topology was fixed at 16 and the bandwidth was varied to obtain the different droprates. The buffer size was set to 3\times delay*bandwidth of the bottleneck link. The DCR-D parameters were, \( K = 0.8, \alpha = 0.333 \) and \( \tau = 5 \). An RTT of 100ms was used and the clock resolution was 10ms. Coefficient of variance was computed for each flow. These coefficients of variances were then averaged for each type of flow. Table VIII shows the results. It may be noted that the coefficient of variance of DCR-D is less than that for TCP-Reno for most values of \( p \) and is particularly so at low and high values of \( p \).

<table>
<thead>
<tr>
<th>bottleneck link drop rate (%)</th>
<th>TCP-reno COV</th>
<th>DCR-D COV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.7</td>
<td>0.4234</td>
<td>0.3628</td>
</tr>
<tr>
<td>2.1</td>
<td>0.4345</td>
<td>0.3898</td>
</tr>
<tr>
<td>2.5</td>
<td>0.4620</td>
<td>0.4277</td>
</tr>
<tr>
<td>3.1</td>
<td>0.4710</td>
<td>0.4570</td>
</tr>
<tr>
<td>4.1</td>
<td>0.4883</td>
<td>0.5020</td>
</tr>
<tr>
<td>4.9</td>
<td>0.5283</td>
<td>0.5171</td>
</tr>
<tr>
<td>5.8</td>
<td>0.5734</td>
<td>0.5541</td>
</tr>
<tr>
<td>6.9</td>
<td>0.6861</td>
<td>0.6359</td>
</tr>
<tr>
<td>8.2</td>
<td>0.8060</td>
<td>0.7243</td>
</tr>
<tr>
<td>12.0</td>
<td>0.8006</td>
<td>0.7243</td>
</tr>
</tbody>
</table>

In the second experiment we kept the droprate fixed and varied the value of \( \delta \).
Again 16 flows were used. The bandwidth of the bottleneck link was fixed at 50Mbps. Rest of the parameters were the same as the previous experiment. A droprate of 0.1% was observed at the bottleneck link. The results as shown in Table IX indicate that DCR-D has lesser variance than TCP-Reno.

<table>
<thead>
<tr>
<th>delta (in seconds)</th>
<th>TCP-reno COV</th>
<th>DCR-D COV</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.3725</td>
<td>0.2574</td>
</tr>
<tr>
<td>0.5</td>
<td>0.3184</td>
<td>0.1786</td>
</tr>
<tr>
<td>1</td>
<td>0.2961</td>
<td>0.1719</td>
</tr>
<tr>
<td>2</td>
<td>0.2581</td>
<td>0.1654</td>
</tr>
<tr>
<td>5</td>
<td>0.1960</td>
<td>0.1518</td>
</tr>
<tr>
<td>10</td>
<td>0.1511</td>
<td>0.1329</td>
</tr>
<tr>
<td>15</td>
<td>0.1242</td>
<td>0.1218</td>
</tr>
</tbody>
</table>

These results indicate that DCR-D is smoother than TCP-Reno. A direct comparison with the results presented in [6] indicate that DCR-D has a better smoothness than TFRC especially at large droprates. This is a very interesting prospect because DCR-D is much easier to implement than TFRC and can be incorporated into the existing TCP implementations with an addition of another timer to keep track of delayed response.

7. Simulations with only DCR-D flows

In order to investigate the effects of having only DCR-D flows in a network, we conducted the following set of simulations. The bottleneck link bandwidth was set to 10Mbps and the end-to-end round trip time was set to 100ms. The number of flows in the network was varied to obtain different droprates. Fig. 21 shows the results. In the first graph the normalized throughput of each flow is plotted with the solid line
indicating the average normalized per-flow throughput. In the second graph we show the link utilization at the bottleneck link. It may be noted that for a wide range of droprates, the flows share the bandwidth fairly while maintaining the utilization of the bottleneck link close to 100%.

8. Simulations with different RTTs, but fixed response delays

This experiment was conducted to understand the effects of different flows having different RTTs while their response delays were kept constant. There were a total of 16 flow, 8 of which were TCP-Reno and the other 8 were DCR-D. Out of the 8 flows of each type, 4 had a low end-to-end RTT (25ms in the first experiment and 50ms in the second experiment) and the other 4 had higher RTT (75ms in the first experiment and 100ms in the second experiment). The parameter \( \tau \) for the DCR-D flows was set such that the total response delay \( (RTT * \tau) \) was constant for all DCR-D flows. The bottleneck link bandwidth was 10Mbps, utilization was more than 99% and the droprates observed in the first experiment were in the range 3.5 - 5.6% and for the second experiment in the range 1.8 - 2.0%. Table X shows the results. It may be noticed that the RTT bias of the DCR-D flows is less than the RTT bias of the TCP-Reno flows, which raises the question, of whether DCR-D flows can be designed to get rid of the RTT bias between different flow.

E. Conclusions

The steady state analysis for DCR-D shows that for this protocol to be TCP-friendly, the value of parameter \( K \) needs to be set to 1, which violates the basic assumption that \( f_2(t) \) is a decreasing function. However a closer look at the condition reveals that \( K \) can be set in the range of 0.5 to 0.99 at the cost of introduction of slight
Fig. 21. DCR-D: Simulation Results with Only DCR-D Flows in the Network
Table X. DCR-D: Average Normalized Throughput for Flows with Different RTTs

<table>
<thead>
<tr>
<th>Response Delay (\tau \times RTT)</th>
<th>Average Normalised Per-Flow Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TCP Reno (RTT = 25ms)</td>
</tr>
<tr>
<td>150ms</td>
<td>1.608</td>
</tr>
<tr>
<td>225ms</td>
<td>1.678</td>
</tr>
<tr>
<td>300ms</td>
<td>1.722</td>
</tr>
</tbody>
</table>

error. Simulations show that the error is negligible under most circumstances for values of \tau less than 7. Also, the clock resolution used for computing the RTT makes a difference. At lower clock resolutions, the DCR-D protocol gets lesser than its fair share of bandwidth. If it is known ahead of time that one of these conditions prevail, then DCR-D performance can be optimized by setting the value of the parameter \alpha higher than indicated by the equation. Preliminary results show that DCR-D has lesser variation in the sending rate compared to TCP-Reno. This added with the choice of providing an early warning regarding an impending reduction in sending rate, makes it an ideal candidate for use with real-time audio video application. However, it can be implemented only in the presence of an active queue management scheme like RED.
CHAPTER V

DCR-C: USING A CONSTANT FUNCTION FOR $f_2(t)$

In this algorithm, during the time interval of $\tau$ RTTs after a packet drop the congestion window is held constant at the value it had reached just before the packet drop occurred. At the end of $\tau$ RTTs it is reduced by a factor of $\gamma$. The equations are as follows

\[
\begin{align*}
  f_1(t) & : w_{t+\tau} \leftarrow w_t + \alpha; \quad \alpha > 0 \\
  f_2(t) & : w_{t+\tau} \leftarrow w_t; \quad t_{\text{drop}} < t < t_{\text{drop}} + \tau \\
  w_{t_{\text{drop}} + \tau} & \leftarrow \gamma \times w_{t_{\text{drop}} + \tau - \epsilon}; \quad \gamma < 1
\end{align*}
\]

(5.1)

A. Simple Analysis

In this section we present some details of the analysis of this protocol. The analysis was done along the same lines as that of DCR-I and DCR-D.
The throughput of a flow using DCR-C can be given by the equation

\[
\lambda = \frac{N_1 + N_2}{(t_2 - t_1) + \tau R}
\]

\[
= \frac{1}{p} \frac{1}{(t_2 - t_1) + \tau R}
\]  \hspace{1cm} (5.2)

From the equation (3.4) we have

\[
t_2 - t_1 = \frac{R}{\alpha} (w_2 - w_1)
\]

*But, \( w_1 = \gamma w_2 \)

\[
t_2 - t_1 = \frac{R}{\alpha} w_2 (1 - \gamma)
\]  \hspace{1cm} (5.3)

By substituting this in equation (5.2) we get

\[
\lambda = \frac{1}{\frac{R \alpha}{\alpha} w_2 (1 - \gamma) + \tau R p}
\]  \hspace{1cm} (5.4)

Since the functions \( f_1(t) \) are the same from DCR-C and DCR-D, the number of packets \( N_1 \) sent in the shaded region (1) remains the same as in DCR-D and is given in equation (4.8) to be

\[
N_1 = \frac{\alpha}{2R^2} (t_2^2 - t_1^2)
\]

\[
= \frac{1}{2\alpha} w_2^2 (1 - \gamma^2)
\]  \hspace{1cm} (5.5)

From the figure (give fig no.) it is obvious the \( N_2 = w_2 \tau \). Since \( N_1 + N_2 \) gives the total number of packets between two drops, it is equal to \( 1/p \). Thus we have

\[
N_1 + N_2 = \frac{1}{p}
\]

\[
\frac{1}{2\alpha} w_2^2 (1 - \gamma^2) + w_2 \tau - \frac{1}{p} = 0
\]  \hspace{1cm} (5.6)
Solving the above quadratic equation, we obtain the value of \( w_2 \) as

\[
w_2 = \frac{-\alpha \tau}{(1 - \gamma^2)} + \sqrt{\frac{\alpha^2 \tau^2 + (1 - \gamma^2) \frac{2 \alpha}{p}}{(1 - \gamma^2)}}
\]  

(5.7)

Substituting this in equation (5.4) we get

\[
\lambda = \frac{1}{\frac{-R_{pt}}{(1+\gamma)} + \frac{Rp}{\alpha(1+\gamma)} \sqrt{\alpha^2 \tau^2 + (1 - \gamma^2) \frac{2 \alpha}{p}} + \tau Rp}
\]  

(5.8)

With the above equation we can make two simplifying assumptions. First assumption would be that \( \alpha^2 \tau^2 \ll (1 - \gamma^2) \frac{2 \alpha}{p} \). With this assumption, in order to make the DCR-C protocol TCP-friendly, we need to have \( \frac{-R_{pt}}{(1+\gamma)} + \tau Rp = 0 \). This indicates that the value of the parameter \( \gamma \) should be set to 0, which is very unreasonable. The second assumption that we could make here would be that the term under the square root in the denominator can be simplified using \( \sqrt{A^2 + B^2} = A + B \). With this assumption, in order that the protocol should be TCP-friendly, we get the condition, \( \tau Rp = 0 \), which indicates that \( \tau \) should be 0, which again is unreasonable. Therefore we conclude that for the values of \( f_1(t) \) and \( f_2(t) \) that we have chosen, DCR-C cannot compete effectively with TCP. In order to confirm that DCR-C indeed cannot survive in the presence of competing TCP flows we conducted two sets of simulations. In the first experiment the DCR-C parameters were fixed at \( \alpha = 1 \) and \( \gamma = 0.5 \) and the experiments were repeated for different values of \( \tau \) and droprates. The Bottleneck link bandwidth was set to 10mbps, RTT to 36ms and the buffers to 3*delay*bandwidth of the bottleneck link. The number of flows was varied to obtain different droprates. Half of the flows were TCP-Reno and the rest were DCR-C. Fig. 22 shows the results.

In the second experiment, we kept the value of \( \tau \) fixed at 6 and the droprates in the range 3.0-4.0%, and varied the DCR-C parameters. The results are shown in Table XI.
Fig. 22. DCR-C: Fairness Index at Different Droprates

Table XI. DCR-C: Fairness Index at Different Values of DCR-C Parameters

<table>
<thead>
<tr>
<th>alpha</th>
<th>gamma</th>
<th>Fairness Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1579</td>
<td>0.9</td>
<td>0.7357</td>
</tr>
<tr>
<td>0.3333</td>
<td>0.8</td>
<td>0.7886</td>
</tr>
<tr>
<td>0.5294</td>
<td>0.7</td>
<td>0.8186</td>
</tr>
<tr>
<td>0.7500</td>
<td>0.6</td>
<td>0.6840</td>
</tr>
<tr>
<td>1.0000</td>
<td>0.5</td>
<td>0.6796</td>
</tr>
<tr>
<td>1.2857</td>
<td>0.4</td>
<td>0.6174</td>
</tr>
<tr>
<td>1.6150</td>
<td>0.3</td>
<td>0.3831</td>
</tr>
</tbody>
</table>
B. Conclusions

Through the analysis of DCR-C protocols we have showed that for the functions $f_1(t)$ and $f_2(t)$ that we have taken, DCR-C cannot compete with TCP-Reno for bandwidth. We conducted two sets of simulation that show that this is indeed the case. Further simulations were not conducted with this flavor of Delayed Response Protocols.
CHAPTER VI

CONCLUSIONS AND FUTURE WORK

In this thesis we have laid the ground work for a novel approach for responding to congestion in the network. We have provided the general frame work for a new class of protocols that we call delayed congestion response protocols. Our work has been concentrated on three specific cases where the response increases, decreases or remains constant during the period $\tau$ when the congestion is delayed. The parameters and functions we chose were heuristics aimed at keeping things simple and easy for analysis and implementation. Substantial amount of work still needs to be done to provide guidelines for choosing these functions and parameters. Also, the general functions that we have provided could be synthesized to find the relationship between the functions $f_1(t)$ and $f_2(t)$ in order to make the response smooth, with minimal variations.

One of the secondary goals when we started out on the thesis was to be able to understand and characterize TCP-friendliness. Our conclusion regarding TCP-friendliness is that steady state analysis of a protocol showing that throughput $\alpha \frac{1}{\sqrt{p}}$ is a necessary but not sufficient condition for the protocol to be TCP-friendly in a practical situation. The first indication towards this is that protocols showing $\lambda \alpha \frac{1}{\sqrt{p}}$ do not stay TCP-friendly, when passive buffer management schemes are used. This is in agreement with the observation made in [8] that TCP-friendliness does not necessarily mean TCP-compatibility. This is because the AIMD protocols aggressively seeks bandwidth and drastically reduces the sending rate when there is congestion. However, the newer protocols, in the quest of smoothing the variations in the sending rate, increase their sending rate less aggressively and also reduce the rate
less drastically on congestion notification. This results in additional drops and hence and increased average drop probability for competing flows invalidating the basic assumption of the steady state analysis that both the protocols have the same drop probability and rendering the protocol to be no longer TCP-friendly. Even with an active queue management like RED, misconfiguration of the parameters could push it to act like droptail router, in which case the protocols cease to be TCP-friendly.

One of the other puzzling observations is that with the DCR-D protocol, when a mixed load was used, the protocol seems to fare well as long as there were large numbers of flows using DCR-D protocol. However, when there were fewer flows using DCR-D protocol, it managed to claim much more than its fair share of bandwidth. This indicates that TCP-friendliness is a far more complex matter than expected. Last but not the least, if the new protocols use timers for scheduling their increase or decrease, then the TCP-friendliness will be affected by the granularity of time calculations.

There has been a general conception in literature that if the steady state analysis shows that the protocol has the property $\lambda \propto \frac{1}{\sqrt{P}}$ it can be considered TCP-friendly. However our observation is that this is not true. More work needs to be done in the future to decide a more quantitative measure for TCP-friendliness.
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