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Abstract—IEEE 802.11 DCF is the dominant protocol used in existing WLANs. However, the efficiency of DCF progressively degrades with the increase of contending clients in the network as well as the wireless link rate. To address this issue, in this paper, we present a distributed random media access protocol, named CHAIN, which significantly improves uplink performance of WLANs. CHAIN mainly uses overhearing to coordinate clients in a network, and thus introduces little control overhead. The key in CHAIN is a novel piggyback transmission opportunity. In CHAIN, clients maintain a precedence relation among one another, and a client can immediately transmit a new packet after it overhears a successful transmission of its predecessor, without going through the regular contending process. When the network load is low, CHAIN behaves similar to DCF; But when the network becomes congested, clients automatically start chains of transmissions to improve efficiency. CHAIN is derived from DCF and co-exists friendly with it. Moreover, it possesses all the advantages of the 802.11 DCF standard - simplicity, robustness, and scalability. We analytically prove the correctness and fairness of CHAIN. Our extensive simulations on J-SIM verify our analytical results, and demonstrate significant performance gain of CHAIN over DCF.

I. I N T R O D U C T I O N

IEEE 802.11 Distributed Coordination Function (DCF) is a simple and robust MAC protocol that is dominantly used in WLANs nowadays. However, due to its uncoordinated and random access nature, DCF has considerable overhead coming from the the wasted airtime of random backoff as well as collisions. We define the packet transmission airtime, 

\[ T_s := T_{DIFS} + T_{packet} + T_{SIFS} + T_{ACK}, \]

where \( T_{DIFS} \) denotes the distributed inter-frame space, \( T_{packet} \) denotes the transmission time of a data packet, and \( T_{SIFS} \) is the short inter-frame space. The overhead per successful medium access, 

\[ T_{oh} = T_{idle} + T_{coll}, \]

where \( T_{idle} (T_{coll}) \) is the average backoff time (the average time cost for collisions) for each successful medium access. Then, the efficiency of DCF can be computed as follows,

\[ \rho_{DCF} = \frac{T_s}{T_s + T_{oh}}. \]  

It is well known that DCF has low efficiency in two scenarios [1][2]. The first such scenario is a network with high contention due to a large number of active hosts, where \( T_{oh} \) becomes very high. The other scenario is when most of packets have a tiny transmission time (i.e., tiny \( T_s \)), thus resulting in low \( \rho_{DCF} \). Unfortunately, both scenarios are quite common in existing WLANs. Firstly, with the popularity of 802.11 networks, wireless channels have become increasingly crowded. As an example, Figure 1 shows the number of clients associated with two APs over 24 hours in the campus WLAN of the University of Illinois, Urbana-Champaign (UIUC). These two APs (AP1 and AP2) are close to each other, and most of their clients are within the transmission range of one another. During the peak hours, each AP may serve over 20 clients, and there are more than 40 clients contending within the transmission range. Secondly, some widely used applications inherently involve small packets that use only small transmission time, e.g., Voice Over IP. Further, with the deployment of new high-speed wireless technologies, like 802.11n, the transmission time of a packet is reduced proportionally. As a result, the MAC efficiency is further reduced [3].

For the downlink traffic, one possible solution is to perform centralized DCF-compatible scheduling at the AP. Several centralized scheduling schemes have been proposed in academia [4] [5] as well as in industry [6]. However, although scheduling schemes outperform DCF in many circumstance, they are difficult to apply to explicitly schedule uplink traffic (from client hosts to APs) due to the likely huge communication overhead and vulnerability to missing control messages.

In the literature, many distributed MAC protocols have also been proposed to improve the efficiency of DCF. They can be largely classified into three categories. The first category tries to find the optimal backoff schemes that minimize the overhead caused by backoff waiting and collisions. This category includes a large body of work, such as Enhanced DCF [7], Idle Sense [8], MFS [9], Implicit Pipelining [10] and CM-CSMA [11]. However, the efficiency of these protocols still drops significantly when the packet airtime decreases. In the second category, a batch of packets, instead of one as in DCF, are transmitted after each successful medium access. Proposals in this category include 802.11e EDCF [12], FCR [13], OAR [14] and CM [15]. Suppose that on average \( k \) packets get transmitted for each successful media access, then the MAC efficiency is

\[ \rho = \frac{k \times T_s}{k \times T_s + T_{oh}} = \frac{T_s}{T_s + T_{oh}/k}. \]
Comparing (1) and (2), it is clear that higher efficiency is achieved by amortizing the contention overhead over $k$ packets. However, with large batch transmission, the average channel access delay, $d_c$, increases as well [16] [17]. $d_c$ is defined as the time interval between the two instants when a client host, or say, client, starts backoff and when it successfully delivers the packet. When the WLAN has $m$ active clients and each client occupies the channel for a duration of $t_o$, we have $E[d_c] \propto mt_o$. A large access delay will adversely impact on many applications that have some QoS requirements. Thus, the usage of these approaches is limited. Besides, it does not resolve the contention. The third category is similar to the second one, but without increasing the average channel access delay. GAMA-PS [18] is a typical approach in this category. It maintains a “transmission group” consisting of all the hosts that have data to transmit. It divides the transmission channel into a sequence of cycles. For each cycle, the hosts in the “transmission group” transmit packets sequentially. Although GAMA-PS is efficient, it suffers from several drawbacks. First, it relies on explicit control packets to maintain the “transmission group” in every cycle. Thus, it is very sensitive to errors or losses on these control packets. Second, GAMA-PS requires tight control on all nodes in the network. So it cannot coexist with DCF or other similar protocols, posing a significant problem vis-à-vis deployment.

In this paper, we argue that a new MAC design should meet all of the following requirements. First, it should significantly improve the uplink channel access efficiency without increasing the channel access delay under any traffic pattern. Second, it should introduce negligible control and coordination overhead. Third, the overall scheme should be robust, yet simple and practical. Finally, it must be able to co-exist with DCF and other random access protocols. To the best of our knowledge, we are not aware of any existing design that addresses all of these issues.

This paper presents CHAIN, a Coordinated Heavy-traffic efficient Access scheme, which meets all of the aforementioned requirements. CHAIN adapts its behavior automatically to the dynamic traffic load. When the network is idle, it operates in a way similar to DCF. But when the network becomes congested, the clients automatically adapt their behavior to reduce the contention, without explicit control messages from AP or a scheduler. As a consequence, the network throughput is significantly improved. CHAIN is designed mainly to improve the efficiency for uplink traffic. By improving the uplink efficiency, it also indirectly improves the down-link throughput. We show that CHAIN co-exists fairly with DCF. It is also complementary to other existing designs to improve the down-link performance in WLAN.

Hereafter in the paper, we consider only uplink traffic in WLANs. The rest of the paper is organized as follows. Section II introduces the basic ideas and design details. We present an analytical model for CHAIN in Section III. A thorough simulation study is presented in Section IV. Finally, Section VI concludes the paper.

II. PROTOCOL DESIGN OF CHAIN

This section first introduces the basic idea of CHAIN, and then describes CHAIN’s design in details.

A. CHAIN basic design

In DCF, every host contends for its own medium access opportunity independently. We therefore address the following question: Can we build a loose bond among a group of hosts, so that when one host in the group gains a medium access opportunity, it can pass the opportunity to other hosts in the group without them having to go through contention? Thus, we arrive at the basic idea of CHAIN: Each host has two types of transmission opportunities, namely spontaneous transmission and piggyback transmission. Spontaneous transmission follows a modified DCF contention window-based media access scheme. Before sending a packet, the sender chooses a random number (in a different way from DCF) and starts transmission after waiting for that many idle slots. With piggyback transmission, each link $l$ is given one (or multiple) predecessor links. After a successful transmission of its predecessor link (i.e., after overhearing an ACK of a packet sent on the predecessor link), instead of counting down its backoff timer, the sender of link $l$ may immediately transmit after waiting an idle duration of SIFS. Since all other hosts should wait for at least a longer DIFS, the transmission on link $l$ will not collide with other transmissions. Under heavy traffic, each host may always have a pending packet. Thus, one successful medium access will trigger a chain of collision-free piggyback transmissions from multiple hosts.

CHAIN has three major components: (1) A protocol to form and maintain the piggyback precedence relation among links; (2) The medium access protocol with piggyback transmissions; and (3) A modified exponential backoff scheme.

B. Piggyback precedence relation maintenance

CHAIN forms and maintains a legal Piggyback Precedence Relation Set (denoted as $R$) on link set $L$ in a network. Let $l_{ij} \in L$ denote the directional link from host $i$ to host $j$. Link $l_{nk}$ can piggyback on to link $l_{ij}$’s transmission if and only if $(l_{nk},l_{ij}) \in R$. If $(l_{nk},l_{ij}) \in R$, we call $l_{nk}$ as $l_{ij}$’s follower, and call $l_{ij}$ as $l_{nk}$’s predecessor. In a general wireless network,
Algorithm 1 PIGGYBACK PRECEDENCE RELATION MAINTENANCE (PM)

1: $i \leftarrow 1$
2: while nonstop do
3: $R_i \leftarrow \emptyset$
4: Sort clients $X[1, \ldots, m]$ such that $Th_{i-1}(X[k]) > Th_{i-1}(X[k+1]), k = 1, \ldots, m-1$
5: Choose $j$ such that $Th_{i-1}(X[j]) > \delta_i > Th_{i-1}(X[j+1])$
6: for $k = 1, \ldots, j$ do
7: Add $(X[k%j + 1], X[k])$ to $R_i$
8: Rate($X[k]$’s ACK) $\leftarrow \min\{\text{Rate}(X[k%j + 1]), \text{Rate}(X[k])\}$
9: end for
10: for $k = j + 1, \ldots, m$ do
11: Add $(X[(k - j)%(m - j) + j + 1], X[k])$ to $R_i$
12: Rate($X[k]$’s ACK) $\leftarrow \min\{\text{Rate}(X[(k - j)%(m - j) + j + 1]), \text{Rate}(X[k])\}$
13: end for
14: Broadcast $R_i$
15: $i \leftarrow i + 1$
16: Sleep for $P$
17: end while

A piggyback precedence relation $R$ is legal when it satisfies the following two conditions:

- Condition (1): any two links $(l_{nk}, l_{ij}) \in R$ only if host $n$ either can overhear and decode host $i$’s data transmission while knowing the corresponding ACK time, or can overhear and decode the ACK sent from host $j$ to $i$.

- Condition (2): any link can have at most one follower, or all its follower links have the same sender. (Otherwise, it is possible that two or more hosts piggyback on to the same transmission which results in an unavoidable collision).

Since only uplink traffic is of interest in this paper, an uplink can be simply referred to by its sender (i.e., the host). For brevity, in the rest of the paper, we say “client $i$ $R$ client $j$” instead of the longer version $l_{i \rightarrow AP} R l_{j \rightarrow AP}$.

There may be many legal choices for the precedence relations on the set of uplinks, and we propose a simple protocol to generate such a relation $R$ in a wireless LAN that may contains multiple APs. Our protocol lets each AP generate $R$ locally without requiring a global conflict graph. This Piggyback Precedence Relation Maintenance Algorithm (PM) is shown in Algorithm 1. PM runs on each AP with $m$ clients. $R$ is updated periodically in every $P$ seconds (we choose $P = 1$). $R_i$ is the effective relation in the $i$th period, $Th_i(X[j])$ is the throughput (in unit of packets) of client $X[j]$ in the $i$th period, $\delta_i$ is a throughput threshold. At the beginning of each period, the AP classifies all associated clients as “active” node or “inactive” node by comparing the traffic generated by the client in last period, $Th_{i-1}(X[j])$, to the threshold $\delta_i$. Then, all active clients and all inactive clients form two separated rings. The final relation $R_i$ is the union of these two rings. The AP adjusts the modulation rate of ACK to ensure $R_i$ satisfies condition (1). Note that this is necessary because there is no guarantee that any two clients satisfy condition (1) due to the employment of multi-rate transmissions. Clearly $R_i$ satisfies condition (2). Therefore, we conclude that PM can always generate a legal $R_i$. Note that one subtle overhead here is that the AP may send some ACKs at a lower rate. But we believe this will not be a big issue. The relation assignment is broadcast to all clients every $P$ seconds. If a client does not receive a update for $P$ seconds, the old assignment is expired and the client will disable piggyback transmission until it receives a new assignment.

C. MAC protocol

The detailed MAC protocol of CHAIN is shown in Figure 2. The key processes are highlighted in italics and their pseudo code is given in Algorithms 2-4, where $BT$ denotes the backoff timer, $IC$ (idle slot count) denotes the number of idle slots counted till a packet transmission, $CW$ denotes the contention window size, $\beta$ is defined as the ratio of piggyback transmissions over spontaneous transmissions, and $\lambda$ is a constant chosen less than and close to 1. The CHAIN MAC protocol is derived from DCF, and has the following three major modifications.

Firstly, the new media piggyback access opportunity is added. As explained earlier, piggyback allows a host to transmit immediately after overhearing the ACK of its predecessor’s packet, without going through the contention phase. The following client starts its piggyback transmission after a SIFS and therefore it can grab the medium before other clients, who wait for a longer DIFS.

Secondly, an innovative debt system is added. This is done to restrict piggyback clients from taking too much airtime, and is the key feature that allows co-existence of CHAIN with DCF. A debt (denoted as $D$) is the media access opportunity a host owes to the system as a whole when piggyback happens, and it needs to paid back later just like a real debt. Debt plays an important role in CHAIN. We explain it using a simple example illustrated in Figure 3. Consider a WLAN with one AP (node C) and two clients (nodes A, B), where link $B \rightarrow C$ is a follower
Algorithm 2 Initialize Transmission
1: \( r \leftarrow \text{random}(0, 1) \)
2: \( BT_1 \leftarrow r \times CW, BT_2 \leftarrow \lambda \times r \times D \)
3: \( BT \leftarrow BT_1 + BT_2 \)

Algorithm 3 Update
1: \( D \leftarrow \lambda \times D + BT_1 - IC \)
2: update piggyback ratio \( \beta \)
3: update average contention window size \( E[CW] \)

of link \( A \rightarrow C \). At time \( t_0 \), \( B \) has two packets in queue and \( A \) has one. Both of their debts are initialized to zero. Each node sets its \( BT \) to a random number in the range \([0, CW]\), and starts its packet transmission after observing \( BT \) idle slots. Obviously \( IC \equiv BT \) in DCF. However, this is not true in CHAIN. Looking at Figure 3, at time \( t_0 \), \( A \) chooses \( BT_A = 3 \) and \( B \) chooses \( BT_B = 7 \). After \( DIFS + 3 \) idle slots, node A’s backoff timer fires and it starts transmission. Node B overhears the ACK sent from C to A and starts transmission later after only waiting a SIFS duration; thus \( IC_B = 3 < BT_B \). Compared with its behavior in DCF, node B has gotten to transmit its packet \( BT_B - IC_B = 4 \) slots earlier. We define these 4 slots to be the "debt" of node B (i.e., \( D_B \)). At time \( t_1 \), B receives its ACK from C and initializes the transmission of its second packet with \( D_B = 4 \). Now instead of choosing \( BT_B \) uniformly within range \([0, CW]\), \( BT_B \) is chosen uniformly within \([0, CW + D_B]\), as described in Algorithm 2. Algorithm 2 describes the backoff scheme in CHAIN. We can see that with an increasing \( \beta \), a client increases its debt more aggressively. This is to ensure the fairness among multiple piggyback rings. A client with more piggyback transmissions will see less collisions. This is easy to understand because only the spontaneous transmissions are going through the regular contention process and may result in collisions, and thus exponentially enlarge the contention window. Therefore, clients with a larger piggyback ratio, \( \beta \), will have an advantage in contention over clients with a smaller \( \beta \). Algorithm 4 compensates this by making clients enlarge their debts proportionally to \( \beta \) when they detect a collision.

D. Modified exponential backoff
Algorithm 4 describes the backoff scheme in CHAIN. We prove rigorously that CHAIN has several nice properties. Then we relax the constraints of the ideal case and discuss CHAIN’s behavior under realistic scenarios with co-existence of other WLANs, mobility, channel errors, and idle clients.

III. ANALYTICAL EVALUATION
In this section we first provide an analytical model to evaluate CHAIN’s performance under an ideal scenario, from which we prove rigorously that CHAIN has several nice properties. Then we relax the constraints of the ideal case and discuss CHAIN’s behavior under realistic scenarios with co-existence of other WLANs, mobility, channel errors, and idle clients.

A. Analytical model
We study a single WLAN consisting of one AP and \( m \) clients. Each client has saturated uplink traffic. There are no errors on the transmission channel, and any packet losses are only caused by collisions among the \( m \) clients.

The CHAIN protocol coordinates the clients to form a piggyback ring of size \( m \). The wireless media is divided into a sequence of transmission cycles by CHAIN. Each cycle begins with a contention/backoff period followed by a transmission period. The transmission period is either a successful delivery of \( m \) packets (one packet from each client), or a single packet collision. We use \( T(n) \) to denote the \( n \)th transmission cycle, saying that \( T(n) \) succeeds (fails) if its transmission period succeeds (fails). \( I(n) \) is the number of idle slots of \( T(n) \)’s backoff period. \( D_i(n), B_i(n), W_i(n) \) and \( r_i(n) \in (0, 1) \) are the debt, the backoff interval, the contention window size and the random variable to set the backoff interval of client \( i \) at the beginning of \( T(n) \). Client \( i \) must wait \( B_i(n) \) idle slots to start a spontaneous transmission during \( T(n) \). According to the
CHAIN MAC protocol, $D_i(n+1)$ and $B_i(n+1)$ are set at the end of each $T(n)$ for all clients. If $T(n)$ succeeds, then every client $i$ sets

$$D_i(n+1) = B_i(n) + \lambda[1-r_i(n)]D_i(n) - I(n),$$  \hspace{2cm} (3)$$

$$B_i(n+1) = \lambda r_i(n+1)D_i(n) + r_i(n+1)W_i(n),$$ \hspace{2cm} (4)

where $I(n) = \min_{j \neq i} B_j(n)$. If $T(n)$ fails, then for all clients $i$ that encounter this collision, set

$$D_i(n+1) = \lambda D_i(n) + (m-1)E[W_i],$$ \hspace{2cm} (6)$$

$$W_i(n+1) = \max\{2W_i(n), CW_{max}\},$$ \hspace{2cm} (7)

$$B_i(n+1) = \lambda r_i(n+1)D_i(n) + r_i(n+1)W_i(n+1).$$ \hspace{2cm} (8)

For other clients $i$ which do not encounter this collision, their debts remain unchanged and their backoff interval decreases by $I(n)$, i.e.,

$$D_i(n+1) = D_i(n),$$ \hspace{2cm} (9)$$

$$B_i(n+1) = B_i(n) - I(n).$$ \hspace{2cm} (10)

**Lemma 1:** If $0 < \lambda < 1$, the debt of any client $i$ is bounded, i.e., there exists a constant $C$ such that

$$\lim_{n \to \infty} D_i(n) < C.$$ \hspace{2cm} (11)

**Proof:** At the beginning of each $T(n+1)$, $D_i(n+1)$ can be updated in three ways as defined in (3), (6) and (9). If using (3), by substituting $B_i(n)$ in (3) with the expression given in (5), it can be rewritten as

$$D_i(n+1) = r_i(n)W_i(n) + \lambda D_i(n) - I(n) \leq \lambda D_i(n) + CW_{max}.$$ \hspace{2cm} (12)

If $D_i(n+1)$ is updated using (6) or (9), we have

$$D_i(n+1) \leq \lambda D_i(n) + (m-1)CW_{max},$$ \hspace{2cm} (13)$$

and

$$D_i(n+1) = D_i(n).$$ \hspace{2cm} (14)

Combining (12), (13) and (14) yields

$$D_i(n+1) \leq \max\{\lambda D_i(n) + (m-1)CW_{max}, D_i(n)\}.$$ \hspace{2cm} (15)

Because $\lambda < 1$ and $D_i(0) = 0$, it is obvious that for any $(i, n)$, $D_i(n) \leq \frac{(m-1)CW_{max}}{1-\lambda}$. In any case,

$$\lim_{n \to \infty} D_i(n) \leq \frac{(m-1)CW_{max}}{1-\lambda} = C.$$ \hspace{2cm} (16)

Since $D_i(n)$ is bounded, $B_i(n)$ and $I(n)$ are bounded too. Therefore the expected values of $I(n)$, $D_i(n)$ and $B_i(n)$ exist, which we denote by $E[I]$, $E[D_i]$ and $E[B_i]$ respectively. Define $E[D] = \sum_{i=1}^{m} E[D_i]/m$, and $E[B] = \sum_{i=1}^{m} E[B_i]/m$.

**Proposition 1:** The average backoff interval $E[I]$ of every $T$, when $\lambda > 1 - 2/(mE[W] + 1)$, is bounded by

$$\frac{E[W] - 2}{2} \leq E[I] \leq \frac{E[W] + 3}{2}.$$ \hspace{2cm} (17)

In order to model the system, we assume that for each new transmission attempt of client $i$, it chooses a backoff interval sampled from a geometric distribution with parameter $p_i$, where $p_i = 1/(E[B_i] + 1)$, and

$$E[B_i] = \frac{E[W_i] + E[D_i] - 1}{2}. \hspace{2cm} (18)$$

This assumption was proposed and justified in [1], and widely adopted by other researchers ever since. Under this assumption, we replace (5) and (8) with

$$B_i(n) \sim Geom(p_i). \hspace{2cm} (19)$$

Note that the geometric distribution is memoryless; hence (10) can be replaced by (18) too. The reason is as follows. If $T(n)$ fails and client $i$ does not encounter this collision, then we must have $B_i(n) \geq I(n)$, and

$$P[B_i(n+1) \geq k] = P[B_i(n) \geq I(n) + k | B_i(n) \geq I(n)] = P[B_i(n) \geq k]. \hspace{2cm} (20)$$

i.e., $B_i(n+1)$ is also a geometric random variable.

Because $I(n) = \min_{j \neq i} B_j(n)$, it is straightforward that $I(n) \sim Geom(p')$, where

$$p' = 1 - \prod_{j=1}^{m} (1 - p_i).$$ \hspace{2cm} (21)

The exact value of $E[I]$ depends on every $E[B_i]$ and is difficult to derive since it is possible that $E[B_i] \neq E[B_j]$ when $i \neq j$. However, according to [19], given a set of geometric random variables $\{X_i : i = 1, ..., m\}$ and a set of exponential random variables $\{Y_i : i = 1, ..., m\}$, $E[\min(X_i)]$ can be bounded by $E[\min(Y_i)] = \text{Arg}(E[Y_i]/m)$ as long as $E[X_i] = E[Y_i]$ for $i = 1, ..., n$. Therefore, we have

$$\frac{E[B]}{m} \leq E[I] \leq \frac{E[B]}{m} + 1.$$ \hspace{2cm} (22)

Now we only need $E[B]$ to obtain $E[I]$.  

In order to derive $E[B]$, let us consider two successful transmission cycles $T(n-1)$ and $T(n+k)$, with $T(n+k)$ being the first successful transmission cycle after $T(n-1)$. Letting $N_c = k$ denote the number of failure cycles between $T(n-1)$ and $T(n+k)$, and $N_c'$ denote the number of clients that encounter collisions between $T(n-1)$ and $T(n+k)$, statistically

$E[N_c] = \frac{1 - \prod_{i=1}^{N_c}(1 - p_i)}{\prod_{i \neq j}^{N_c}(1 - p_j)} - 1,$ \hspace{1cm} (22)

$E[N_c'] = \sum_{i=1}^{N_c} p_i \prod_{j \neq i}^{N_c}(1 - p_j).$ \hspace{1cm} (23)

Note that if one client encounters two collisions, it counts as twice when calculating $N_c'$. Suppose the expected number of collisions that client $i$ encounters between $T(n-1)$ and $T(n+k)$ is $N_c'$. Note that $\sum_{i=1}^{N_c} N_c' = E[N_c']$. If collisions do not occur to client $i$, $D_i(n+k) = D_i(n)$; otherwise $D_i(n+k)$ is updated according to (6). Therefore at the beginning of $T(n+k)$ we have

$E[D_i(n+k)] = E[D_i(n)] - (1 - \lambda) E[N_c'] E[D_i(n)] + (m - 1) E[N_c'] E[W_i].$ \hspace{1cm} (24)

This implies that

$E[D(n+k)] = E[D(n)] - (1 - \lambda) \frac{E[N_c']}{m} E[D(n)] + (m - 1) \frac{E[N_c']}{m} E[W].$ \hspace{1cm} (25)

Then at the beginning of $T(n+k+1)$ we have

$E[D_i(n+k+1)] = E[B_i(n+k)] + \frac{\lambda}{2} E[D_i(n+k)] - (1 + E[N_c]) E[I],$ \hspace{1cm} (26)

which implies that

$E[D(n+k+1)] = E[B(n+k)] + \frac{\lambda}{2} E[D(n+k)] - (1 + E[N_c]) E[I].$ \hspace{1cm} (27)

Because both $T(n)$ and $T(n+k+1)$ are cycles following successful cycles, when $n \to \infty$ and the system is stable, we should have $E[D(n+k+1)] = E[D(n)]$. Using this equality and substituting (16), (17) and (25) into (27) yields the two inequalities: (28) and (29). If we choose $\lambda = 1 - \frac{1}{m\theta}$, then we derive the lower bound of $E[D]$ from (28),

$E[D] \geq \frac{(1 + E[N_c])}{1 + E[N_c] + \theta}(m - 1)(E[W] - 2) + o(1),$ \hspace{1cm} (30)

and the upper bound of $E[D]$ from (29),

$E[D] \leq \frac{(1 + E[N_c])}{1 + E[N_c] + \theta}(m - 1)E[W] + o(1).$ \hspace{1cm} (31)

From (22) and (23) we obtain approximations $E[N_c] \approx \frac{m}{2(E[W] + 1)} + o\left(\frac{m}{(E[W] + 1)}\right)$ and $E[N_c'] \approx \frac{m}{(E[W] + 1)} + o\left(\frac{m}{(E[W] + 1)}\right)$. If we choose small $\theta < \frac{m}{(E[W] + 1)}$, then (30) yields

$E[D] \geq (m - 1)(E[W] - 2)$ \hspace{1cm} (32)

which implies

$E[B] \geq m(E[W] - 2)/2.$ \hspace{1cm} (33)

(33) yields $E[N_c] \leq \frac{1}{2(E[W] - 2)} + o\left(\frac{1}{2(E[W] - 2)}\right)$, and furthermore

$\frac{(1 + E[N_c])}{1 + E[N_c] + \theta} \leq \frac{E[W] - 1}{E[W] - 2}.$ \hspace{1cm} (34)

which implies

$E[D] \leq (m - 1)(E[W] + 1),$ \hspace{1cm} (34)

Finally we obtain (16) by substituting (33) and (35) into (21). Proposition 1 is thus proved.

**Proposition 2:** The probability that one transmission cycle fails remains bounded regardless of $m$. The packet loss ratio decreases as $m$ increases.

**Proof:** The probability that one transmission cycle fails is $E[N_c']/(1 + E[N_c])$. We have shown that $E[N_c]$ does not increase with $m$ in the proof of Proposition 1. The packet loss ratio is $E[N_c']/[m(1 + E[N_c])]$, which is proportional to $1/m$.

We have thus provided an analysis of CHAIN under the basic scenario. Next, in the remainder of this section, we study CHAIN’s behavior under more realistic scenarios by relaxing assumptions made for the ideal case one by one.

**B. More causes for packet losses**

Now we relax the assumption that the intra-WLAN collision is the only cause of packet losses. A packet loss may be due to channel error or collisions with clients of other WLANs. Suppose that a $T(n)$ that does not encounter intra-WLAN collision has probability $q$ to fail due to channel error or by colliding with a transmission from outside its own WLAN. Hence the values of $N_c$ and $N_c'$ that we derive in Section III-A no longer apply.

**Proposition 3:** Proposition 1 holds regardless of $q$.

**Proof:** We prove this by showing that $\frac{1 + N_c}{1 + N_c'}$ is independent of $q$. Denote by $p_1$ the proportion of $T$’s that do not encounter intra-WLAN collisions, and by $p_2$ the proportion of packets that do not collide with packets from another client inside the WLAN. Then we have

$$N_c = \frac{1}{(1 - p_1)(1 - q)}, \quad N_c' = \frac{1}{(1 - p_2)(1 - q)},$$ \hspace{1cm} (36)

which yields

$$\frac{1 + N_c}{1 + N_c'} = \frac{1 - p_2}{1 - p_1}.$$ \hspace{1cm} (37)

**C. Existence of clients with unsaturated traffic**

Now we relax the assumption that every client has saturated traffic. Recall that according to the CHAIN protocol design, after the transmission of client $i$, if its follower has no data packet to transmit, the chain of transmissions in this cycle stops. Therefore a client $i$ with small traffic load staying in the piggyback relation ring where other members have saturated traffic, may reduce the number of packets delivered per cycle, which decreases the efficiency of CHAIN. Moreover the follower of this client may benefit less from CHAIN. The smaller the traffic load of client $i$, the worse the situation is. However, our piggyback precedence relation maintenance (PM) scheme...
as defined in Algorithm 1 only allows clients which are busy enough to join the same ring, it therefore prevents any severe efficiency drop in CHAIN due to relative idle clients. Another design detail targeted at this scenario is that in Algorithm 4 we use the client’s piggyback ratio \( \beta \) instead of \( m - 1 \) as given in (8), because when \( \beta \neq m - 1 \), the client benefits as though it were in a piggyback ring of size \( \beta + 1 \) where every member always has data to transmit.

IV. Simulation Evaluation

In this section, we use the J-SIM [20] simulator to evaluate CHAIN. We first compare CHAIN with 802.11 DCF, Enhanced DCF with optimal \( CW \), and 802.11e in a single-AP WLAN. The simulation results also verify the analytical results in Section III. Then, we look into the fairness issue when CHAIN co-exists with DCF. Later in the last two subsections, we study CHAIN’s performance with various traffic patterns. Table I summarizes the configuration parameters used in our simulation, which follow the IEEE 802.11g standard [21]. Unless otherwise stated, the default packet size is 1400 Bytes, all clients always have packets to send, and there is no downlink traffic in our simulations. Throughout this section, we call the piggyback precedence relation built by the CHAIN protocol a ring (rings) for short.

A. Basic performance evaluation

We compare the performance of four MAC protocols in a single-AP WLAN with \( m \) clients: 802.11 DCF, CHAIN, Enhanced DCF using optimal contention window (\( CW \)), and 802.11e EDCF with TxOP=1.5.\( \mu \)s. The value of \( m \) ranges from 10 to 50. Figures 4 and 5 compare the system throughput when the packet size is 400B and 1400B, respectively. We see that when packet size is 400 Bytes, CHAIN has \( 70\% \sim 112\% \) throughput gain over DCF, and \( 65\% \sim 76\% \) throughput gain over enhanced DCF, when \( n \) ranges from 10 to 50. When packet size is 1400 Bytes, the throughput gain is lower since the efficiency of DCF increases with packet size, but we still achieve at least \( 40\% \) throughput gain over enhanced DCF. The throughput gain of CHAIN over EDCF increases with \( m \), because EDCF does not reduce contention as CHAIN does. Probability \( p_c \) is defined as the probability that one medium access fails due to collision. Figure 6 indicates that CHAIN has much lower \( p_c \). Figure 7 verifies Proposition 1 that we proved in Section III: \( E[I] \) is bounded regardless of \( m \). This property promises that CHAIN can co-exist with DCF fairly.

B. Multiple-AP scenario

In this subsection, we consider a network with multiple APs but all within a single contention domain. There are twelve clients, and we test four cases: (1) clients use DCF and associate with one AP; (2) clients use CHAIN and associate with one AP, hence we have a ring of size twelve; (3) users use CHAIN and associated with two APs, with each AP serving six clients; (4) clients use CHAIN and associate with four APs, with each AP serving three clients. Table II lists the system throughput and the packet loss ratio in the four cases. The system throughput decreases when we have more rings of smaller size. This is because of two reasons. First, the length of a transmission chain is limited by the size of the ring; hence the efficiency of CHAIN increases with the size of the ring. Second, CHAIN can keep intra-ring collision ratio low but cannot reduce inter-ring collision ratio. Nonetheless, the collision ratio when there are four rings is still much lower than DCF. This is easy to understand. In DCF the contention happens among all clients. Thus, there are 12 contending clients. In CHAIN, the contention happens at ring level and there are only 4 contending rings.

C. Fairness

We evaluate fairness of CHAIN in a network with 24 clients. Clients 1-4 are associated with AP1, clients 5-12 are associated with AP2, and clients 13-24 are associated with AP3. All the three APs runs CHAIN, and we have three rings of sizes 4, 8, and 12 respectively. The per-client throughput is \( 1.35\text{Mbps} \) for clients 1-4, 1.51Mbps for clients 5-12, and 1.55Mbps for clients 13-24, respectively. We can see that CHAIN achieves fairness very well among rings with different sizes. The throughput of a client of AP1 is only \( 13\% \) less than that of a client of AP3, even though their ring sizes differ by a factor of three. It is the binary backoff scheme that causes this slight unfairness. Recall that the medium access probability of one ring is inversely proportional to \( E[CW] \). Clients from small rings are more likely to encounter collisions and backoff, than clients from large rings; hence have larger \( E[CW] \) and a smaller share of the medium.

D. Co-existence with 802.11

Here we study CHAIN’s behavior when it co-exists with DCF. We run the following simulation in a two AP network. AP1 has 10 clients (clients 11-20) running DCF, and AP2 has

\[
E[D] \geq \frac{E[W] + E[D] - 1}{2} + \frac{\lambda}{2} \left( E[D] + \frac{(m - 1)}{m} E[N_c] E[W] \right) - \left( 1 + E[N_c^\prime] \right) \frac{E[W] + E[D] - 1}{2m} + 1
\]

\[
E[D] \leq \frac{E[W] + E[D] - 1}{2} + \frac{\lambda}{2} \left( E[D] + \frac{(m - 1)}{m} E[N_c] E[W] \right) - \left( 1 + E[N_c^\prime] \right) \frac{E[W] + E[D] - 1}{2m}
\]
10 clients which run either DCF or CHAIN with a ring of size ten. Figure 9 compares the throughput of each client when AP2 chooses DCF and when it chooses CHAIN. It is obvious that when CHAIN competes with DCF, clients of AP2 achieve much higher throughput. However, when AP2 switches to CHAIN from DCF, the average throughput of clients in AP1 actually slightly increases by 7%. This is because when AP2 chooses CHAIN, its ten clients act as one contention entity instead of 10 entities; hence the collision probability is reduced and clients of AP1 benefit from it despite the fact that clients of AP2 grab more medium access opportunity. Therefore we conclude that a CHAIN system can co-exist with a DCF system without hurting them badly even under reasonably high contention level.

E. Clients with unsaturated traffic

In this section we study CHAIN’s performance under a more realistic traffic pattern. The network in the simulation has one AP with twelve clients. Clients 1-6 have bulk traffic. Clients 7-12 have smaller packet arrival rate, and each has 120 packets to transmit per second. Their packet arrival is a Poisson process. The six of them together only require one fifth of the WLAN capacity. We compare the performance of three MAC protocols: DCF, static CHAIN (CHAIN using fixed piggyback precedence relation assignment instead of PM) and the standard CHAIN MAC. We generate two legal piggyback precedence relation: \( R_1 = (1,2,3,4,5,6,7,8,9,10,11,12) \), \( R_2 = (1,7,2,8,3,9,4,10,5,11,6,12) \). Then we run simulations using five different MAC settings: DCF, static CHAIN using \( R_1 \), static CHAIN using \( R_2 \), CHAIN with threshold \( \delta_1 < 120 \) packets/sec, CHAIN with threshold \( \delta_2 > 120 \) packets/sec.

Table III compares the average throughput of clients 1-6 and the queueing delays of packets of clients 7-12. We see that CHAIN always outperforms DCF. \( R_2 \) has less throughput gain than the other three since it is most likely for an idle client to break a chain of transmissions and make CHAIN less efficient. However, \( R_2 \) yields the least queueing delay since the chance for clients 7-12 to piggyback is higher in \( R_2 \). This property can be very helpful under certain circumstances, for example to support VoIP. If a VoIP user always piggybacks from a client who transmits often, its access latency can be significantly reduced. Another observation is that when \( R_1 \) is used, client 1 has larger throughput than client 6 since client 6 piggybacks to a less active predecessor. However, PM has handled such unfairness well by updating the piggyback precedence relation periodically.

F. The choice of throughput threshold \( \delta \)

We evaluate the impact of setting threshold \( \delta \). We use the same network topology as in Section IV-E. Define \( \Lambda \) as the maximum system throughput when there is only one client with saturated traffic in the WLAN. The uplink traffic density of
each client is measured quantitatively in unit of $A/12$. Through the simulation, the normalized traffic density of clients 1-6 is always 2, and that of clients 7-12, which are of the same value, varies between 0.1 and 0.9. We compare the performance of three MAC settings. The first one is static CHAIN using $R2$. The second one is CHAIN running $PM$ with proper $\delta$ settings such that clients 7-12 always join the busy ring, hence there is only one ring. The third one is CHAIN running $PM$ with clients 7-12 always forming a separate ring. Clients 7-12 are able to deliver all their packets under all of the three MAC settings. Figure 10 compares the average throughput of clients 1-6. Using $R2$ provides least throughput because $R2$ makes idle clients break the chain of transmission most often, and therefore is the worst ring formation, and hence one that we should avoid given that our goal is to maximize system throughput. It is clear that when clients 7-12 are less than 40% busy, clients 1-6 have larger throughput if clients 7-12 form a separate piggyback ring. However, when clients 7-12 are more than 40% busy, it is better for all clients to form a single ring. Therefore we suggest that $\delta$ be set around 40%. Note that whatever $\delta$ is used, CHAIN running $PM$ outperforms static CHAIN using $R2$ significantly, when clients 7-12 are less than 80% busy. The reason is that even when there is only one ring, $PM$ keeps busy clients together in the ring and avoids the formation of the “bad” ring(s) such as $R2$.

V. DISCUSSION

We believe the key ideas of CHAIN, the overhearing and piggyback precedence relation, may be applied to other areas. For example, they can help solve exposed terminal problems. Suppose client A and B are exposed terminals, and A and B are associated with AP1 and AP2, respectively. With DCF, they cannot transmit at the same time due to mutual carrier sensing. With CHAIN, however, this issue can be resolved with the help of a third client C, whose transmissions can be overheard by both A and B. Now, AP1 and AP2 can assign both A and B to be C’s follower. This way, A and B can transmit at the same time with piggyback transmissions.

Another direction that has not yet been covered in this paper is how different traffic patterns affect CHAIN’s performance, as noted in Section IV-E. How to choose an optimal piggyback precedence with clients’ traffic demands under consideration is an interesting next step.

VI. CONCLUSION

This paper presents CHAIN, a distributed random media access protocol, that significantly improves uplink performance of WLANs. CHAIN introduces a novel piggyback transmission opportunity by defining a precedence relation among clients. A client can immediately transmit a new packet after it overhears a successful transmission of its predecessor, without going through regular contending process. When the network load is low, CHAIN behaves similar to DCF; But when the network becomes congested, clients automatically start chains of transmissions to improve efficiency. Therefore, the overall contention overhead is significantly reduced. Based on overhearing, CHAIN is a light-weight protocol that adds little coordination overhead. It also co-exists friendly with DCF, making it possible to be incrementally deployed in existing WLANs. We analytically prove the correctness and fairness of CHAIN. Our extensive simulations on J-SIM verify our analytical results, and demonstrate significant performance gain of CHAIN over DCF.
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