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Abstract—We study communication networks of arbitrary size and topology and communicating over a general vector discrete memoryless channel. We propose an information-theoretic constructive scheme for obtaining an achievable rate region in such networks. Many well-known capacity-defining achievable rate regions can be derived as special cases of the proposed scheme. A few such examples are the physically degraded and reversely-degraded relay channels, the Gaussian multiple-access channel, and the Gaussian broadcast channel. The proposed scheme also leads to inner bounds for the multicast and allcast capacities.

Applying the proposed scheme to a specific wireless network of \(n\) nodes located in a region of unit area, we show that a transport capacity of \(\Theta(n)\) bit-meters/sec is feasible in a certain family of networks, as compared to the best possible transport capacity of \(\Theta(\sqrt{n})\) bit-meters/sec in [16] where the receiver capabilities were limited. Even though the improvement is shown for a specific class of networks, a clear implication is that designing and employing more sophisticated multi-user coding schemes can provide sizable gains in at least some large wireless networks.

Index Terms—Discrete memoryless channels, Gaussian channels, multiuser communications, network information theory, relay networks, transport capacity, wireless networks.

I. INTRODUCTION

The last few decades have seen a tremendous growth in wireless communication. The most popular examples are cellular voice and data networks and satellite communication systems. These and other similar applications have motivated researchers to extend Shannon’s information theory for a single-user channel to some that involve communication among multiple users. A few such examples are the multiple-access channel, the broadcast channel, and the interference channel. The exact capacity region is, however, known in the most general case only for the multiple-access channel, while the broadcast capacity region is known only for few specific channels, like the additive white Gaussian noise channel and the deterministic channel [7], and even fewer results are available for the interference channel [23]. It should be further noted that the above applications as well as the channel models used for analyzing them involve mainly single-hop wireless communication.

Lately, there has been considerable interest in another class of wireless networks, namely, ad hoc wireless networks or multi-hop wireless networks. These networks consist of a group of nodes that communicate with each other over a wireless channel without any centralized control. Examples of such networks are in coordinating an emergency rescue operation, networking mobile users of portable-yet-powerful computing devices (laptops, PDAs, smart-phones) on a campus using, for instance, IEEE 802.11 wireless LAN technology [20], sensor networks [3], automated transportation systems [10], Bluetooth [17], and HomeRF [24]. Ad hoc wireless networks differ from conventional cellular networks in that all links are wireless and there is no centralized control. As every node may not be in direct communication range of every other node, nodes in ad hoc networks cooperate in routing each other’s data packets. Lack of centralized control and possible node mobility give rise to a number of challenging design and performance evaluation issues in such wireless networks, many of which have no counterparts in the cellular networks or in the wired networks like the Internet.

An important performance analysis issue is to determine what the traffic-carrying capacity of such multi-hop wireless networks is. An attempt to address this issue was made in [16] under certain models of communications motivated by current technology. For this, an important notion of the transport capacity of a network was introduced. Consider a network of \(n\) nodes. Suppose the network has \(U\) source-destination pairs, communicating independent information over the network. Let \((R_1, R_2, \ldots, R_U)\) be a vector of feasible rates for the source-destination pairs and \(r_u\) be the distance between the \(u\)-th source and its destination. Then, \(\sup_{a=1}^{U} R_u \cdot r_u\), where the supremum is taken over all feasible rate vectors, is defined as the transport capacity of the network. In other words, the transport capacity of a network is the maximum bit-distance product that can be transported by the entire network per second and is measured in bit-meters/sec, where a bit transported over a distance of 1 meter toward its destination is counted as 1 bit-meter. It was shown in [16] that under some models of noninterference motivated by current technology, the transport capacity of a network of \(n\) nodes located in a region of unit area is \(O(\sqrt{n})\) bit-meters/sec, even assuming the node locations, traffic patterns, and the range/power of each transmission, are all optimally chosen. (A specific network construction that achieves a transport capacity of \(\Theta(\sqrt{n})\) bit-
meters/sec was also given.) If the network’s transport capacity were to be equitably divided among all \( n \) nodes, then each node could only obtain \( O(\frac{1}{n}) \) bit-meters/sec. An implication of this scaling law is that an ad hoc wireless network furnishes an average throughput to each user for non-vanishingly far away destinations that diminishes to zero as the number of nodes increases in the network. This suggests that only small ad hoc networks or networks supporting mainly nearest neighbor communications are feasible with current technology.

A natural question is whether the above construction on the average throughput provided to each node with the size of the network is a limitation of current technology, or whether it can be overcome by employing more sophisticated multi-user coding schemes. In other words, what are the fundamental information-theoretic limits on the traffic-carrying capacity of multi-hop wireless networks? This paper aims at taking a step in addressing this challenging question. As mentioned earlier, the exact information-theoretic capacity region is not known for even simple networks like a general broadcast channel or an interference channel. Thus, here we will only attempt to obtain an achievable rate region in general networks. Even though the obtained rate region will not be capacity-defining in general, it will nevertheless include many well-known capacity-achieving rate regions as special cases. A few such examples are the physically degraded and reversely degraded relay channels, the Gaussian multiple access channel, and the Gaussian broadcast channel. Furthermore, the proposed scheme will achieve a transport capacity of \( \Theta(n) \) bit-meters/sec in a specific wireless network of \( n \) nodes located in a unit-area region, which will be motivated by the multiple-input multiple-output architecture.

Consider a set of nodes \( \mathcal{N} = \{1, 2, \ldots, n\} =: [1, n] \). Let \( X_{j|i} \) denote the signal transmitted by node \( j \) in the \( i \)-th transmission, and \( Y_{j|i} \) be the signal received by node \( j \) in the \( i \)-th transmission. Let the range space of \( X_{j|i} \) be \( \mathcal{X}_j \), and the range space of \( Y_{j|i} \) be \( \mathcal{Y}_j \). Nodes in \( \mathcal{N} \) communicate with each other over a general \( n \)-user vector discrete memoryless channel (V-DMC) that is specified by \( p(y_1, y_2, \ldots, y_n | x_1, x_2, \ldots, x_n) \), the joint probability that \( \{Y_{j|i} = y_j \in \mathcal{Y}_j : j \in [1, n]\} \) is received in the \( i \)-th transmission given that \( \{X_{j|i} = x_j \in \mathcal{X}_j : j \in [1, n]\} \) was transmitted.

Suppose \( N \) has \( U \) source-destination pairs \( \{(s_u, d_u) : u \in [1, U]\} \). We propose a constructive scheme to determine an information-theoretic achievable rate region \( \{(R(1), R(2), \ldots, R(U))\} \) in \( \mathcal{N} \). As a communication strategy, consider a feedforward flow graph \( \mathcal{G}(s_u, d_u) \) for each \( s \)-\( d \) pair \( (s_u, d_u), u \in [1, U] \), in \( \mathcal{N} \). (One can subsequently optimize over the choice of all such feedforward flow graphs. In each such flow graph \( \mathcal{G}(s, d) \), nodes in \( \mathcal{N} \) are grouped into disjoint level sets \( L_0, L_1, \ldots, L_M, L_{M+1} \), as follows: \( L_0 = \{s\}, L_{M+1} = \{d\} \), and, for \( m \in [1, M] \), nodes in \( L_m \) will receive information only from nodes in levels \( L_{m-k} \) for \( k \in [1, m] \), while they will send information only to nodes in levels \( L_{m+k} \) for \( k \in [1, M+1-m] \). Thus \( \mathcal{G}(s, d) \) will only have arcs of the form \( (L_m, L_{m+k}) \), for \( k > 0, m \in [0, M] \). Finally, let \( L_F := N \setminus \{U_{m=0}^{M+1} L_m\} \).

To illustrate the main idea, let us first consider the case of \( U = 1 \), i.e., when \( \mathcal{N} \) has a single source-destination pair \( (s, d) \). Let \( \mathcal{G}(s, d) \) be a flow graph for \( (s, d) \) as above. Let \( X_{m,j} \) denote the signal transmitted by \( L_{m,j} \), \( j \)-th node in level \( L_m \) in one usage of the channel, and \( X_m := (X_{m,1}, X_{m,2}, \ldots, X_{m,n_m}) \), where \( n_m \) denotes the number of nodes in level \( L_m \). Also, let \( Y_{m,j} \) denote the signal received by \( L_{m,j} \).

Our main result is the following.

**Main Result:** Rate \( R_0 \) is achievable for source-destination pair \( (s, d) \) in a network \( \mathcal{N} \) of \( n \) nodes communicating over a V-DMC whenever there exists a flow graph \( \mathcal{G}(s, d) \), \( x_F \in X_F \), and a joint probability distribution \( p(X_0, X_1, \ldots, X_M | X_F = x_F) \) corresponding to \( \mathcal{G}(s, d) \), such that, for some \( \{(R_1, R_2, \ldots, R_M): R_0 \geq R_1 \geq \cdots \geq R_M \geq 0\} \), \( R_0 \) satisfies

\[
R_M < I(X_M; Y_{M+1} | x_F),
\]

\[
R_m < \min_{j \in [1, n_{m+1}]} I(X_m; Y_{m+1,j} | X_{m+1,m}, x_F),
\]

\[
R_{m+1} + \min_{j \in [1, n_{m+1}]} I(X_m; Y_{m+k,j} | X_{m+1,m}, x_F),
\]

(1)

for \( m = M - 1, M - 2, \ldots, 0 \). Above \( X_{m+1,M} := (X_{m+1,1}, X_{m+1,2}, \ldots, X_{m+1,M}) \) and \( I(X; Y | Z) \) is the conditional mutual information between \( X \) and \( Y \) given \( Z \).

Later in Theorem 3.1 we will apply the above result to obtain achievable rates for the additive white Gaussian noise channels with and without fading. We will also extend the procedure in Section IV to obtain an achievable rate region for a network with multiple source-destination pairs communicating over the Gaussian channels.

The basic idea behind our main result, which will be made precise in the sequel, is as follows. As nodes in \( L_F \) cannot relay any information from \( s \) to \( d \), they constantly transmit some symbol \( x_F \) that facilitates transmissions by nodes in \( L_m, m \in [0, M] \). Now if in each level \( L_{m+1}, k \in [1, M - m] \), every node \( L_{m+1+k}, j \in [1, n_{m+1+k}] \), can receive information at rate \( R_{m+1} \) from the component of its received signal \( Y_{m+1+k,j} \) that is correlated with \( \{X_{m+1}, X_{m+2}, \ldots, X_{m+k}\} \), the signal vectors transmitted by the nodes in levels \( \{L_{m+1}, L_{m+2}, \ldots, L_{m+k}\} \), then level \( L_m \) will be able to simultaneously send common information at rate \( R_m \) to every node in each \( L_{m+k}, k \in [1, M - 1 - m] \), whenever the following are true:

- In level \( L_{m+1} \), every node \( L_{m+1,j}, j \in [1, n_{m+1}] \), can receive information at rate \( R_m \) from the component of its received signal \( Y_{m+1,j} \) that is correlated with \( X_m \), the signal vector sent by the nodes in \( L_m \) (first term within minimum in (1)).
- In each level \( L_{m+k}, k \in [2, M + 1 - m] \), every node \( L_{m+k,j}, j \in [1, n_{m+k}] \), can obtain additional information at rate \( R_{m+k-j} - R_{m-j} \) from the component of its received signal \( Y_{m+k,j} \) that is correlated with \( X_m \) (minimum in the second term in (1)).

It should be noted that in the above scheme the information sent by source \( s \) at rate \( R_0 \) reaches not only destination \( d \) but also all the nodes in the intermediate levels.
\{L_1, L_2, \ldots, L_M\}. Hence the scheme also leads to an inner bound on the multicast capacity from source \(s\) to a set of destination nodes \(\mathcal{A}\), for any \(\mathcal{A} \subseteq \bigcup_{k=1}^{M+1} L_k\).

We next illustrate the main result on a 2-level relay channel.

**Example: 2-level Relay Channel**

Consider a network \(\mathcal{N}\) of four nodes: source \(s\), destination \(d\), and two relays, \(r_1\) and \(r_2\). Consider a flow graph \(\mathcal{G}(s,d)\) for \(\mathcal{N}\) such that \(L_0 = \{s\}, L_1 = \{r_1\}, L_2 = \{r_2\}\), and \(L_3 = \{d\}\); see Fig. 1. Let \(X_m\) and \(Y_m\) denote respectively the signal transmitted and the signal received by the node in \(L_m, m = 0, 1, 2, 3\). Then a rate \(R_0\) is achievable from \(s\) to \(d\) with vanishingly small probability of error whenever there exist rates \(R_1, R_2\) and probability distribution \(p(x_0,x_1,x_2)\) such that the following hold (which again will be made precise in the sequel).

1) Relay \(r_1\) can receive information at rate \(R_0\) from the transmission of source \(s\). This is achievable if

\[
R_0 < I(X_0; Y_1 | X_1, X_2). \tag{2}
\]

2) Relay \(r_2\) can receive information at rate \(R_1\) from relay \(r_1\), and an additional information at rate \((R_0 - R_1)\) from the transmission of source \(s\). To achieve this, \(r_2\) employs successive cancellation decoding. Thus, it first decodes information at rate \(R_1\) from the signal component of its received signal \(Y_2\) that is correlated to the signal transmitted by relay \(r_1\), \(X_1\), treating the uncorrelated component of the transmission of \(s\) as noise. It then cancels from its received signal \(Y_2\) the component correlated to \(X_2\) and decodes additional information at rate \((R_0 - R_1)\) from the remaining component of \(Y_2\) that is correlated with the signal transmitted by \(s, X_0\). This is feasible if

\[
\begin{align*}
R_1 &< I(X_1; Y_2 | X_2) \\
R_0 &< I(X_0; Y_2 | X_1, X_2) + R_1. \tag{3}
\end{align*}
\]

3) Destination \(d\) can receive information at rate \(R_2\) from relay \(r_2\), and additional information at rate \((R_0 - R_2)\) from relay \(r_1\) and at rate \((R_0 - R_1)\) from the transmission of source \(s\). Again employing successive cancellation decoding, this is achievable if

\[
\begin{align*}
R_2 &< I(X_2; Y_2) \\
R_1 &< I(X_1; Y_3 | X_2) + R_2 \\
R_0 &< I(X_0; Y_3 | X_1, X_2) + R_1. \tag{4}
\end{align*}
\]

For each \(m = 0, 1, 2\), collecting the bounds on rate \(R_m\) in (2-4), we obtain the expression given by (1) for the 2-level relay channel.

We next identify some special cases of our general model that have been considered in the literature.

When \(\mathcal{N}\) has only three nodes – \(s, d\), and one additional node, \(r\) – the resultant network is commonly referred to as a relay channel, which was introduced in [22]. The capacities of two special types of relay channels – the physically degraded and reversely degraded relay channels – were obtained in [8]. The achievable rate given by our result for a relay channel is exactly the maximum of those in Theorems 1 and 2 of [8]. Specifically, two flow graphs are possible for a relay channel:

1) \(L_0 = \{s\}, L_1 = \{r\}, \) and \(L_2 = \{d\}\). For a given joint distribution \(p(X_s, X_r)\), we have

\[
\begin{align*}
R_1 &< I(X_s; Y_d) \\
R_0 &< \min \{I(X_s; Y_r | X_r), R_1 + I(X_s; Y_d | X_r)\}.
\end{align*}
\]

Hence

\[
R_0 < \min \{I(X_s; Y_r | X_r), I(X_s; Y_d | X_r) + I(X_s; X_r | Y_d)\} = \min \{I(X_s; Y_r | X_r), I(X_s, X_r; Y_d)\}.
\]

2) \(L_0 = \{s\}, L_1 = \{d\}, \) and \(L_F = \{r\}\). For \(x_r \in X_r\) and probability distribution \(p(X_s, X_r = x_r)\), we have

\[
R_0 < I(X_s; Y_d | X_r = x_r).
\]

Choosing the maximum of the suprema of the above two over \(p(X_s, X_r)\), and \(x_r\) and \(p(X_s | X_r = x_r)\), respectively, our main result states that a rate \(R\) is achievable in a relay channel, whenever

\[
R < \max \left\{ \sup_{p(x_s, x_r)} \min \{I(X_s; Y_r | X_r), I(X_s, X_r; Y_d)\}, \right. \\
\left. \max_{x_r \in X_r} \sup_{p(x_s | x_r)} I(X_s; Y_d | X_r = x_r) \right\},
\]

which is exactly the maximum of the achievable rates given in Theorems 1 and 2 of [8]. Hence our result is a generalization of the achievable rate for the one-relay channel in Theorems 1 and 2 of [8] to networks having more than one relay node.

A network having four nodes – \(s, d, \) and two relays, \(r_1\) and \(r_2\) – with \(\mathcal{G}(s,d)\) being \(L_1 = \{r_1, r_2\}\), is analyzed in [25] when the network is communicating over the Gaussian channel. In this case, one of the achievable rates obtained there is a special case of our result.

Later in Section IV we will extend our main result to networks having multiple source-destination pairs. We will also then discuss how the capacity-defining achievable rate regions of the Gaussian multiple-access and broadcast channels can be obtained as special cases of our constructive scheme.

The rest of the paper is organized as follows. In Section II we obtain an achievable rate for a source-destination pair in a network of nodes communicating over a general vector discrete memoryless channel. We apply this result in Section III to determine an achievable rate over the additive white Gaussian noise channels with and without fading. In Section IV we extend the procedure given in the previous section to obtain
an achievable rate-vector region for networks with multiple source-destination pairs. We apply this result in Section V to arrive at a better achievable bound on the transport capacity of wireless networks than in [16]. In Section VI we discuss a specific wireless network of $n$ nodes located in a region of unit area in which the proposed scheme achieves a transport capacity of $\Theta(n)$ bit-meters/sec.

II. ACHIEVABLE RATE FOR A SOURCE-DESTINATION PAIR OVER V-DMC

Consider a set of nodes $\mathcal{N} = \{j : j \in [1,n]\}$ communicating over a general vector discrete memoryless channel (V-DMC) specified by $p(y_j|y_{j-1},...,y_0,x_1,x_2,...,x_n)$, the joint probability that node $j$ receives $Y_{j|i} = y_j$, in $i$-th transmission, $j \in [1,n]$, given that $X_{j|i} = x_j, j \in [1,n]$ was transmitted.

Suppose that $\mathcal{N}$ has a single source-destination pair $(s,d)$. In order to specify when a rate $R$ is achievable from source $s$ to destination $d$, we next provide a few definitions.

Definition 2.1: A $(T,b)$-code for the network with source-destination pair $(s,d)$ consists of the following:

1) An index set of integers $\mathcal{T} = \{1,2,...,T\} =:\{1,T\}$.
2) An encoding function $x_\mathcal{T} : \mathcal{T} \rightarrow \mathcal{X}_s$ for the source, yielding codewords $x_s(1),x_s(2),...,x_s(T), \text{each of length } b$. The set of codewords is referred to as codebook $C_s$.
3) Encoding functions $f_{j;i} : \mathcal{Y}_{j-1} \rightarrow \mathcal{X}_j, j \in [1,n] \setminus \{s,d\}, i \in [1,b], \text{s.t.}$
\[ X_{j;i} = f_{j;i}(Y_{j-1},Y_{j-2},...,Y_{j-1}) \]
4) A decoding function $g : \mathcal{Y}_d \rightarrow \mathcal{T}$.

The above definition, and those to follow, are straightforward generalizations of the ones for the single-relay channel analyzed in [8].

If the message $w \in \mathcal{T}$ is sent, let
\[ \lambda(w) = P(g(Y_{d;1},Y_{d;2},...,Y_{d;b}) \neq w | X_s = x_s(w)) \]
denote the conditional probability of error in the message decoded by destination $d$. Then the maximal probability of error, $\lambda(0)$, for the $(T,b)$-code is defined as
\[ \lambda(0) = \max_{w \in \mathcal{T}} \lambda(w). \]

The rate of a $(T,b)$-code is $\frac{\log T}{b}$ bits per transmission.

Definition 2.2: A rate $R$ is said to be achievable for source-destination pair $(s,d)$ in $\mathcal{N}$ if there exists a sequence of $(T(0),b)$-codes with $T(0) \geq 2^bR$ such that the maximal probability of error $\lambda(0) \rightarrow 0$ as $b \rightarrow \infty$.

Given the set of nodes $\mathcal{N}$ with source-destination pair $(s,d)$, we construct a feedforward flow graph $\mathcal{G}(s,d)$ as follows. As a communication strategy, let us group nodes in $\mathcal{N}$ into disjoint level sets $L_0,L_1,...,L_M,L_{M+1},L_{L_F}$ such that the following hold:
1) $L_0 = \{s\}, L_{M+1} = \{d\}$.
2) For $m \in [1,M]$, nodes in $L_m$ will receive information only from nodes in levels $L_{m-k}$ for $k \in [1,m]$, while they will send information only to nodes in levels $L_{m+k}$.

For $k \in [1,M+1-m]$, the graph $\mathcal{G}(s,d)$ will only have arcs of the form $(L_m,L_{m+k})$, for $k > 0$.
3) $L_F = \mathcal{N} \setminus \{U_{m=0}^{M+1} L_m\}$. Fig. 2 illustrates such a feedforward flow graph. Let $n_m$ be the number of nodes in $L_m$, for $m \in [0,M+1]$, and $n_F$ be the number of nodes in $L_F$. We will use $L_{m,j}$ to indicate the $j$-th node at level $m$, according to some arbitrary but fixed numbering of nodes in $L_m$.

We will denote by $X_{m,j}$ the signal transmitted by node $L_{m,j}$ in one usage of the channel, and by $X_m = (X_{m,1},X_{m,2},...,X_{m,n_m}) \in X_{m,1} \times X_{m,2} \times \cdots \times X_{m,n_m}$ the signal vector transmitted by all the nodes in $L_m$. Similarly, let $X_F = X_{F,1} \times X_{F,2} \times \cdots \times X_{F,n_F}$ denote the signal vector transmitted by the nodes in $L_F$. Let $X_{[m,m+k]} = (X_{m+1},X_{m+1+1},...,X_{m+k})$. Finally, let $Y_{m,j}$ denote the signal received by node $L_{m,j}$.

Then an achievable rate in network $\mathcal{N}$ of arbitrary size and topology and having a single source-destination pair $(s,d)$ is as follows.

Theorem 2.1: A rate $R$ from source $s$ to destination $d$ in network $\mathcal{N}$ of nodes communicating over a V-DMC is achievable whenever
\[ \begin{align*}
R &< \max_{(s,d)} \max_{\mathcal{G}(s,d)} \sup_{x_F \in \mathcal{X}_F} \underset{p(X_0,\ldots,X_M | x_F)}{R_0},
\end{align*} \]
where, for some $\{(R_1,R_2,\ldots,R_M) : R_0 \geq R_1 \geq \cdots \geq R_M \geq 0\}$, $R_0$ satisfies
\[ \begin{align*}
R_M &< I(X_M;Y_{M+1} | x_F), \\
R_m &< \min_{j \in [1,m+1]} \min_{x_{m+1},M} I(X_m;Y_{m+1,j} | X_{m,m+1},x_F), \\
R_{m+1} + \min_{j \in [1,m+1]} &\min_{x_{m+1,m+1}} I(X_m;Y_{m+1,j} | X_{m,m+1},x_F),
\end{align*} \]
for $m = M - 1, M - 2, \ldots, 0$.

Proof: See Appendix II.

\[ \text{Nodes in } L_F \text{ are those nodes in } \mathcal{N} \text{ which will not participate in “relaying” information from } s \text{ to } d \text{ (but they may “facilitate” the relaying process by constantly transmitting symbols independent of } x_s \text{ that “open” the channel for other transmissions).} \]
III. Achievable Rate over Gaussian Channels

We next obtain an achievable rate for a single source-destination pair \((s, d)\) in a network \(\mathcal{N}\) of \(n\) nodes communicating over the additive white Gaussian noise (AWGN) channels with and without fading.

For \(l \in [1, n]\), let \(X_{l;i}\) be the signal transmitted by node \(l\) in the \(i\)-th transmission. Then the signal received by node \(l\) at the end of the \(i\)-th transmission is given by

\[
Y_{l;i} = \sum_{\nu \in [1, n]} h_{\nu,l} X_{\nu;i} + Z_{l;i}, \tag{6}
\]

where \(h_{\nu,l}\) is the channel gain from node \(\nu\) to node \(l\) and \(Z_l = (Z_{l;1}, Z_{l;2}, \ldots, Z_{l;n})\) is a sequence of i.i.d. Gaussian random variables with mean 0 and variance \(N_l\), for \(l \in [1, n]\).

An example of the channel gain term \(h_{\nu,l}\) is to model the signal power path loss from node \(\nu\) to \(l\), i.e.,

\[
h_{\nu,l} = \frac{1}{r_{\nu,l}^\alpha}, \tag{7}
\]

where \(r_{\nu,l}\) is the distance between nodes \(\nu\) and \(l\) and \(\alpha\) is the signal power path loss exponent. This is the physical model studied, for instance, in [16]. For this model of the channel gain, \(X_{l;i}, Y_{l;i},\) and \(Z_{l;i}\) will all be real-valued random variables.

Here, we will also consider a more general model that, in addition to the signal-power path loss, also incorporates channel variation due to Rayleigh flat fading [6], [28]. Specifically, the channel gain from node \(\nu\) to node \(l\) is given by

\[
h_{\nu,l} = \frac{\xi_{\nu,l}}{r_{\nu,l}^\alpha}, \tag{8}
\]

where \(\{\xi_{\nu,l} \in \mathbb{C} : \nu, l \in [1, n]\}\) is an i.i.d. complex Gaussian collection with \(\xi_{\nu,l} \sim \mathcal{CN}(0, 1)\). Furthermore, each use of the channel involves independent \(\{\xi_{\nu,l}\}\). Under this channel model, \(X_{l;i}, Y_{l;i},\) and \(Z_{l;i}\) will all be complex-valued random variables, with noise \(Z_{l;i} \sim \mathcal{CN}(0, N_l)\).

As is by now a standard practice [6], we will analyze the Gaussian fading channel under two scenarios concerning the availability of the channel state information at various nodes in the network:

1) CSIR: For each \(l \in [1, n]\), the channel gains \(\mathcal{H}_l := \{h_{\nu,l} : \nu \in [1, n]\}\) will be known to the receiving node \(l\).

2) CSIRT: The channel gains \(\mathcal{H} := \{h_{\nu,l} : \nu, l \in [1, n]\}\) will be known to each node in \(\mathcal{N}\).\(^3\)

Let \(P_l\) denote the constraint on the average transmission power available to node \(l\), i.e., \(X_{l;i}\) needs to satisfy

\[
E\left[|X_{l;i}|^2\right] \leq P_l, \tag{9}
\]

where the expectation is also over \(\mathcal{H}\) under CSIRT if node \(l\) varies its transmit power with the channel state information.

For the above network channel settings, we next obtain an achievable rate from a given source node \(s\) to a given destination node \(d\) in \(\mathcal{N}\). For this, recall the definitions of flow graph \(\mathcal{G}(s, d)\) and the associated variables from Section II. In addition, let \(h_{m', j', m, j}\) and \(r_{m', j', m, j}\) denote respectively the channel gain and the distance from node \(m, j\) to node \(l_m, j_m\). Also, for the sake of simplicity in notation, let us relabel the transmission power constraint and the noise power at node \(l_m, j_m\) as \(P_{m, j}\) and \(N_{m, j}\), respectively.

An achievable rate from \(s\) to \(d\) in \(\mathcal{N}\) is obtained as follows. Each node \(l_m, j_m \in [0, M], j_m \in [1, n_m]\), assigns a fraction \(\beta_{m, j, m+k} = \frac{P_{m+k, j_m}}{P_{m+k, j_m}}\) of its power \(P_{m, j}\) to aid level \(L_{m+k}\) in transmitting its information, for each \(k \in [0, M-m]\). This is done in a “coherent” way so that the square roots of the powers received from different nodes in aid of the transmission of the same level add up at each node. Let \(P\) denote the total “coherent” power received by node \(l_{m+k, j_m}\) from the transmissions of level \(L_{m+k}\) as well as those aiding them (made precise in the sequel). Then, the following holds.

Theorem 3.1: i) In network \(\mathcal{N}\) of nodes communicating over the AWGN channel without fading given by (6) and (7), rate \(R\) is achievable from source \(s\) to destination \(d\) whenever

\[
R < \max_{\mathcal{G}(s,d)} \min_{\mathcal{G}(s,d)} \frac{R_0, (10)}{m+1,1, M}, \tag{10}
\]

where, for some \(\{(R_1, R_2, \ldots, R_M) : R_0 \geq R_1 \geq \cdots \geq R_M \geq 0\}\), \(R_0\) satisfies

\[
R_M < C \left( \frac{P_{m+1,1, M}}{N_{m+1,1} + \sum_{k=1}^{M} P_{m+1,1, M-k}} \right) - \sum_{j \in [1, n_m+1]} C \left( \frac{P_{m+1,1, m}}{N_{m+1,1} + \sum_{k=1}^{M} P_{m+1,1, m-k}} \right), \tag{11}
\]

for \(m = M - 1, M - 2, \ldots, 0\). Above,

\[
P_{m+1,1, m-k} = C \left( \frac{P_{m+1,1, m}}{N_{m+1,1} + \sum_{k=1}^{M} P_{m+1,1, m-k}} \right), \tag{12}
\]

and

\[
C(x) := \frac{1}{2} \log_2 (1 + x). \tag{13}
\]

ii) For the AWGN channel with fading given by (6) and (7) and the channel state information known only to the receiving nodes (CSIR), an achievable rate \(R\) from \(s\) to \(d\) in \(\mathcal{N}\) is also
given by (10) and (11), except that now
\[ P_{m+k,j,m-k}^{(R)} = \sum_{\mu, \nu \in [m', m]} \sqrt{\beta_{m-k, j', m-k} \beta_{m-k, j''} P_{m-k, j'}} \cdot h_{(m-k, j'), (m-k, j)}^2, \] (14)
and
\[ C(x) := E[\log_2 (1 + x)], \] (15)
where the expectation is taken over the variation in the respective channel gain coefficients.

iii) For the AWGN channel with fading and CSIRT (i.e., the channel state information \( H \) is known to each node in \( N \)), a rate \( R \) is achievable from \( s \) to \( d \) whenever there exist a flow graph \( G(s, d) \) and complex transmission gains \( \{m_j, m+k(H) \in \mathbb{C} \mid m \in [0, M], j \in [1, n_m], k \in [0, M-m]\} \) such that, for each \( m \in [0, M], j \in [1, n_m] \),
\[ E_H \left[ \sum_{k \in [0, M-m]} |\gamma_{m,j,m+k}(H)|^2 \right] < P_{m,j}, \] (16)
and, for some \( \{R_1, R_2, \ldots, R_M\} : R \geq R_1 \geq \cdots \geq R_M \geq 0 \), \( R_0 = R \) satisfies (11) with
\[ P_{m+k,j,m-k}^{(R)} = \sum_{\mu, \nu \in [m', m]} \gamma_{m-k, j', m-k} \gamma_{m-k, j''} P_{m-k, j'} \cdot h_{(m-k, j'), (m-k, j)}^2, \] (17)
and
\[ C(x) := E_H [\log_2 (1 + x)]. \] (18)

**Proof:** See Appendix III.

As stated earlier, in the above scheme, information from source \( s \) at rate \( R_0 \) not only reaches destination \( d \) but also reaches all the nodes in intermediate levels \( \{L_1, L_2, \ldots, L_M\} \). Hence, the above scheme also leads to an achievable bound on the multicast capacity. Nevertheless, it may sometimes be more profitable to send different information over different paths, or in general over different subnets. In the sequel we will give an approach that will allow splitting the rate of information transfer from \( s \) to \( d \) over different flow graphs between them. The approach will be a special case of a network with multiple source-destination pairs, discussed next.

IV. NETWORKS WITH MULTIPLE SOURCE-DESTINATION PAIRS

Consider a set of nodes \( N = \{j : j \in [1, n]\} \) communicating over the AWGN channel with or without fading, described in the previous section. Suppose \( N \) has \( U \) s-d pairs \( \{(s_1, d_1), (s_2, d_2), \ldots, (s_U, d_U)\} \). As for the single s-d pair case, we next provide a few definitions to specify when a rate vector for the s-d pairs in \( N \) is said to be achievable.

**Definition 4.1:** A \((T_1, T_2, \ldots, T_U)\)-code for \( N \) consists of:

1. Index sets of integers \( T_u = [1, T_u], u \in [1, U] \).
2. Encoding functions \( f_j : \prod_{u \in [1, U]} \mathbb{Z}^{T_u} \times \mathbb{Z}^{T_u} \rightarrow \mathbb{Z}^{T_u} \) for \( j \in [1, n], i \in [1, b] \), where \( \delta_i(j) = 1 \) if \( s_u = j \), 0 otherwise.
3. Decoding functions \( g_j : \mathbb{Z}^{T_u} \rightarrow \prod_{u \in [1, U]} \mathbb{Z}^{T_u} \) for \( j \in [1, n] \), where \( \delta_i(j) = 1 \) if \( d_u = j \), 0 otherwise.

Corresponding to each s-d pair \((s_u, d_u)\), \( u \in [1, U] \), is a message \( W_u \in T_u \), which is assumed to be independently and uniformly distributed over its range. Then the probability of error that the message \( W_u \) is not decoded correctly, is given by
\[ P_e(u) = P\left( g_{s_u}(Y_{s_u,1}, Y_{s_u,2}, \ldots, Y_{s_u,b}) \neq W_u \right), \]
and the maximal probability of error for s-d pair \((s_u, d_u)\) is given by
\[ \lambda(u) = \max_{w \in T_u} P\left( g_{s_u}(Y_{s_u,1}, Y_{s_u,2}, \ldots, Y_{s_u,b}) \neq w | W_u = w \right). \]

**Definition 4.2:** A rate vector \((R_1, R_2, \ldots, R_U)\) is said to be achievable if there exists a sequence of \((T_1, T_2, \ldots, T_U)\)-codes with \( T_u \geq 2^{R_u}, u \in [1, U] \), such that \( \max_{u \in [1, U]} \lambda(u) \rightarrow 0 \) as \( b \rightarrow \infty \).

Next, recall the definition of flow graph \( G(s, d) \) from Section II. For each \( u \in [1, U] \), let \( G(s_u, d_u) \) be a flow graph for source-destination pair \((s_u, d_u)\). Suppose that \( G(s_u, d_u) \) has levels \( L_u^0, L_u^1, \ldots, L_u^{M_u+1} \). Let \( m(u) \in [0, M_u+1] \) denote the index of the level to which node \( j \) belongs in \( G(s_u, d_u) \), where \( m_j(u) = M_u+2 \) denotes that \( j \) does not participate in relaying information from \( s_u \) to \( d_u \). Let \( U_j \) denote the set of all s-d pairs for which node \( j \) does relay information, i.e., \( U_j = \{u \in [1, U] : m_j(u) < M_u+2\} \). Then, an achievable rate-vector region in \( N \) for source-destination pairs \( \{(s_1, d_1), (s_2, d_2), \ldots, (s_U, d_U)\} \) is as follows.

**Theorem 4.1:** An achievable rate-vector region \( R \) in network \( N \) of nodes communicating over a Gaussian channel and having \( U \) source-destination pairs \( \{(s_1, d_1), (s_2, d_2), \ldots, (s_U, d_U)\} \) is given by the closure of the convex hull of the set of all rate vectors \( \{R_1, R_2, \ldots, R_U\} \) such that, for some flow graphs \( \{G(s_u, d_u) : u \in [1, U]\} \), intermediate level rates \( \{R_{u,1}, R_{u,2}, \ldots, R_{u,M_u} : R_{u,0} := R_u \geq R_{u,1} \geq \cdots \geq R_{u,M_u} \geq 0, u \in [1, U]\} \), and random variable \( Q \) with probability distribution \( \{p(q) : q \in Q\} \), for some finite \( |Q| \), the following constraints are satisfied for each node \( j \in [1, n] \):
\[ R_{u,k} < E_Q \left[ C \left( \frac{P_{j,u,k}^{(R)(Q)}}{N_j + \sum_{(u', k') \neq (u, k)} P_{j,u,k}^{(R)(Q)}} \right) \right], \]
for each \( u \in U_j \) and \( k = m_j(u) - 1, \) and
\[ R_{u,k} < E_Q \left[ C \left( \frac{P_{j,u,k}^{(R)(Q)}}{N_j + \sum_{(u', k') \neq (u, k)} P_{j,u,k}^{(R)(Q)}} \right) \right], \]
for each \( u \in U_j \) and \( k \in [0, m_j(u) - 2] \). Above, for each \( q \in Q, \{\sigma_j^{(Q)}(u, k) \in \{0, 1, 2, \ldots\} : k \in [0, M_u], u \in U_j\} \)
are some successive decoding orderings satisfying
\[ \sigma_j^{(q)}(u, m_j(u) - 1) < \sigma_j^{(q)}(u, m_j(u) - 2) < \cdots < \sigma_j^{(q)}(u, 0), \]
and
\[ p_j^{(R)}(q) = \left| \sum_{j \neq j', k \in [1, n]} \gamma_{j', u, k} h_{j', j} \right|^2, \]
for some transmission gains \( \{ \gamma_{j', u, k} : k \in [0, M, u + 2], u \in [1, U] \} \) with \( E[\gamma_{j', u, k} F] = \beta_{j', u, k} P_j \), for some power allocations \( \{ \beta_{j', u, k} : k \in [0, 1], u \in [0, M, u + 2], u \in [1, U] \} \) satisfying \( \beta_{j', u, k} = 0, u \notin j, k < m_j(u) \) and
\[ \sum_{q \in Q} p(q) \sum_{u \in \mathcal{U}_j} \sum_{k = m_j(u)}^{M} \beta_{j, u, k} < 1. \]

Proof: See Appendix IV.

It is worth noting that the achievable-rate regions given by Theorem 4.1 for the \( U \)-user Gaussian multiple-access channel and the \( U \)-user Gaussian broadcast channel are exactly the capacity-defining achievable rate regions for these channels in [1], [21] and [4], [14], respectively.

We next extend Theorems 3.1 and 4.1 so as to allow different information to be sent over different flow graphs between a source-destination pair \( (s, d) \). The basic idea is to collocate virtual source-destination pairs at the same pair of nodes \( s \) and \( d \), in the above scheme. We illustrate this with an example. Consider a network with a single source-destination pair \( (s, d) \). Suppose that \( (s, d) \) sends information at rate \( R_e \) over path, or, more generally, feedforward flow graph, \( G_e, v = 1, 2, \ldots, V \). Then we replace \( (s, d) \) by \( \{(s_1, d_1), (s_2, d_2), \ldots, (s_V, d_V)\} \), where \( s_v \) and \( d_v \) are located at \( s \) and \( d \), respectively, for each \( v \in \{1, V\} \). Now the rate partition \( \{R_{e, v} : v \in \{1, V\} \} \) is achievable for \( (s, d) \) if \( (R_1, R_2, \ldots, R_V) \) belongs to the rate region \( \mathcal{R} \) given by Theorem 4.1 for \( \{(s_1, d_1), (s_2, d_2), \ldots, (s_V, d_V)\} \) with flow graphs \( G(s_v, d_v) = G_e, v \in \{1, V\} \). Generalization of the approach for the case where there are multiple source-destination pairs is straightforward.

A limitation of the above approach is that it does not use network coding [2]. That is, since intermediate nodes handle information sent by different virtual source-destination pairs independently, they do not perform coding of bits received over different paths. It is shown in [2] that such coding strictly increases the achievable rate in multicasting, i.e., when the same information is to be sent from a source to multiple destinations. Generalizing the network coding scheme of [2] for a network of independent DMCs to the more general channel model that we consider is a challenging problem.

V. ACHIEVABLE BOUND ON TRANSPORT CAPACITY OF WIRELESS NETWORKS

We next apply Theorem 4.1 to obtain an achievable bound on the transport capacity of arbitrary wireless networks (cf. Section I). Even though the achievable bound is not an explicit form, it nevertheless improves upon that given in [16] for networks with limited receiver capabilities. In fact, in the next section we will construct a specific wireless network of \( n \) nodes located in a unit-area region where the proposed scheme will achieve a transport capacity of \( \Theta(n) \) bit-meters/sec, as compared to the best possible transport capacity of \( \Theta(\sqrt{n}) \) bit-meters/sec in [16].

Consider \( n \) nodes located in a disk \( D \) of unit area. Let \( \phi_j \) be the location of node \( j \) in \( D \), for \( j \in [1, n] \). For notational convenience, let \( \Phi = (\phi_1, \phi_2, \ldots, \phi_n) \) and \( r_{i, j} = |\phi_i - \phi_j| \). Also, let \( \mathcal{R} = \{R(i, j) : i, j \in [1, n] \} \) denote a rate vector in the network, where \( R(i, j) \) denotes the average rate of information transfer (in bits/transmission) from node \( i \) to node \( j \).

Suppose that the bandwidth available to the network is \( W \) Hz. Also, suppose that \( N^0 \) is the noise spectral density at node \( i \). First consider the case when the channel has no fading. Let \( \mathcal{R}(\Phi) \) be the set of all achievable rate vectors \( \mathcal{R} \) in Theorem 4.1 for the node-location vector \( \Phi \), the power-constraint vector \( \{P_j : j \in [1, n]\} \), and the noise-power vector \( \{N_j = N_j^0 W : j \in [1, n]\} \). Now fix a rate vector \( \mathcal{R} = \{R(i, j) : i, j \in [1, n] \} \in \mathcal{R}(\Phi) \). Employing by-now standard characterization of transforming rates from bits/transmission to bits/second for a band-limited AWGN channel without fading (see, for instance, [9] and references therein), we obtain that \( 2WR(i, j) \) bits per second can be sent from node \( i \) to node \( j \), for each \( i, j \in [1, n] \), with vanishingly small probability of error. Thus, the total bit-meters transported by the network per second is \( \sum_{i=1}^{n} \sum_{j=1}^{n} 2WR(i, j) r_{i, j} \). For the AWGN channel with fading, the above continues to hold except that, since inputs and outputs are now all complex, the rate from node \( i \) to node \( j \) in bits/second is given by \( WR(i, j) \). Hence, we obtain the following:

Theorem 5.1: The transport capacity of a wireless network of \( n \) nodes communicating over a Gaussian channel of bandwidth \( W \) Hz is lower bounded by
\[ \text{\textbf{st}} \mathcal{R} \in \mathcal{R}(\Phi) \sum_{i=1}^{n} \sum_{j=1}^{n} \eta W R(i, j) r_{i, j} \text{ bit-meters/sec,} \]
where \( \mathcal{R}(\Phi) \) is the achievable rate region given by Theorem 4.1 for the node-location vector \( \Phi \) with the spatial separation between nodes \( i \) and \( j \) being \( r_{i, j} \), the transmit-power constraint vector \( \{P_j : j \in [1, n]\} \), and the noise-power vector \( \{N_j = N_j^0 W : j \in [1, n]\} \), and \( \eta = 1 \) (resp., \( 2 \)) when the channel has fading (resp., no fading).

We next construct a specific wireless network of \( n \) nodes where a transport capacity of \( \Theta(n) \) bit-meters/sec is achieved.

VI. FEASIBILITY OF TRANSPORT CAPACITY OF \( \Theta(n) \) BIT-METERS/SEC

Our constructive example is motivated by the multiple transmit-receive antenna architecture [11], [12], [29], and the basic idea is as follows. Consider a network of \( n \) nodes, where \( \frac{n}{2} \) source nodes (for notational simplicity, let \( n \) be even) are placed “close” to the origin and \( \frac{n}{2} \) destination nodes are placed “close” to \((1, 0)\); see Fig. 3. Now since the source nodes are close to each other, they can exchange among themselves all the information that they have to send to their respective destinations in a “short” time. Similarly, the \( \frac{n}{2} \) destination
nodes will be able to exchange among themselves all the information that they will receive from the \( \frac{n}{2} \) source nodes in a “short” time. Thus, \( \frac{n}{2} \) source nodes act as \( \frac{n}{2} \) transmit antennas and \( \frac{n}{2} \) destination nodes act as \( \frac{n}{2} \) receive antennas. Under appropriate conditions on the channel characteristics and specific choices of flow graphs and power allocations, we obtain that \( \Theta(n) \) bits/sec can be sent from the source nodes to the destination nodes. Since the source-destination pairs are \( \Theta(1) \) meters apart, we obtain that \( \Theta(n) \) bit-meters/sec is feasible. We make the construction precise in the following.

Consider a set \( \mathcal{N} \) of \( n \) nodes communicating over the AWGN channel with fading given by (6) and (8). Here, we consider CSIRT, i.e., the channel gains \( H := \{ h_{l,l'} : l, l' \in [1, n] \} \) are known to each node in \( \mathcal{N} \). Suppose the bandwidth available to the network is \( W \) Hz. Further, suppose the average power available to each node in \( \mathcal{N} \) for transmission is \( P \) and the noise power at each node is \( N \). For the sake of brevity, we discuss here the case where \( \mathcal{N} \) has a single source-destination pair \( (s, d) \); the extension to the multiple source-destination case is straightforward. The placement of nodes in \( \mathcal{N} \) is as given in Fig. 3. Source node \( s \) is placed at the origin, while destination node \( d \) is placed at \( (1, 0) \). Additionally, \( \left( \frac{n}{2} - 1 \right) \) nodes are uniformly placed, together with \( s \), on the circle centered at \( (r, 0) \) and of radius \( r \), where

\[
r = e^{-\frac{\pi}{8}}.
\]  

(20)

The remaining \( \left( \frac{n}{2} - 1 \right) \) nodes are similarly placed on the circle centered at \( (1 - r, 0) \) and of radius \( r \).\(^4\) Now information from source \( s \) is sent to destination \( d \) over a set of \( \left( \frac{n}{2} - 1 \right) \) flow graphs \( \{ G_i \} \), each having \( M = 2 \) levels. Flow graph \( G_i \) has level \( L_1 \) consisting of all \( \left( \frac{n}{2} - 1 \right) \) nodes close to \( s \) and level \( L_2 \) having only node \( i \) from among the nodes close to \( d \), for some arbitrary but fixed ordering of the nodes; see Fig. 4. Let \( R_i \) be the rate at which destination \( d \) receives information over \( G_i \). Thus, the cumulative rate of information flow from \( s \) to \( d \) is

\[
R = \sum_{i=1}^{\frac{n}{2} - 1} R_i.
\]

We next apply Theorem 4.1 to obtain the feasibility of \( R = \Theta(n) \) bits/transmission. Since \( s \) and \( d \) are 1 meter apart, Theorem 5.1 would then allow us to show that a transport capacity of \( W R = \Theta(Wn) \) bit-meters/sec is feasible. In order to use Theorem 4.1 in the current setup, we treat information flow from \( s \) to \( d \) over different flow graphs \( G_i \) as information transfer between co-located virtual source-destination pairs (cf. Section IV). With this we next give specific choices of various parameters that will allow the rate-constraint conditions in Theorem 4.1 to hold for \( R_i = \Theta(1) \) and thus \( R = \Theta(n) \);

\(^4\)Note that nodes in \( \mathcal{N} \) are located within the unit-area disk centered at \((\frac{1}{2}, 0)\).

\[\text{Fig. 3. Placement of nodes.}\]

\[\text{Fig. 4. Flow graphs.}\]

since Theorem 4.1 actually optimizes over these parameters, the feasible rate it will obtain can only be better. We start by specifying how the transmissions are scheduled in the network. Let \( Q \) be a random variable that takes values in \([1, \frac{n}{2} + 1]\) with probability distribution: \( p(1) = p(2) = \frac{1}{2} \) and \( p(i) = \frac{1}{2^{i-1}} \), for \( i = 3, 4, \ldots, \frac{n}{2} + 1 \). Now, when \( Q = i \), for \( i = 1, 2 \), only the nodes in level \( L_{i-1} \) transmit, while, for \( i \geq 3 \), only node \( L_{2,i-2} \) transmits. Then, the rate-constraint conditions in Theorem 4.1 are satisfied for information flow at rate \( R \) from \( s \) to \( d \) when the following hold:

1) Source \( s \) can send information at rate \( R \) to nodes in \( L_1 \). This is achievable with high probability if

\[
R < \min_{j \in [1, \frac{n}{2} - 1]} \frac{1}{3} E_H \left[ \log_2 \left( 1 + \frac{P|h_{s,(1,j)}|^2}{N} \right) \right],
\]

where \( h_{s,(1,j)} \) is the channel gain from source \( s \) to the \( j \)-th node in level \( L_1 \). This is feasible if

\[
R < \min_{j \in [1, \frac{n}{2} - 1]} \frac{1}{3} E_\xi \left[ \log_2 \left( 1 + \frac{P(2\xi)^{-\eta}}{N} \right) \right] = \min_{j \in [1, \frac{n}{2} - 1]} \Theta(n) = \Theta(n).
\](21)

2) Nodes in \( L_1 \) can simultaneously send independent information at rate \( R_i \) to node \( i \) in \( L_2 \), for \( i \in [1, \frac{n}{2} - 1] \). To achieve this, nodes in \( L_1 \) perform zero-forcing beamforming [6]. Let \( H \) denote the matrix of channel gains from the nodes in \( L_1 \) to those in \( L_2 \). Then, almost surely \( H \) has full rank, as the channel fading coefficients between all pairs of nodes in \( L_1 \) and \( L_2 \) are statistically independent. Thus, \( H^{-1} \) exists almost surely. Now, when \( Q = 2 \), the nodes in \( L_1 \) transmit the signal vector \( X_1 = (X_{1,1}, X_{1,2}, \ldots, X_{1,\frac{n}{2} - 1})^T \), where \( X_1 = 0 \) for the zero-probability event that \( H \) does not have full rank, while otherwise

\[
X_1 = \sqrt{\frac{n}{2} - 1} H^{-1} \Psi,
\]

where \( \Psi = (\Psi_1, \Psi_2, \ldots, \Psi_{\frac{n}{2} - 1})^T \sim N_q(0, I) \). Then, \( E[||X_1||^2] \) \( Q = 2 \) \( = P(\frac{n}{2} - 1) \) and thus \( E[||X_1||^2] \) \( = \frac{1}{2} P(\frac{n}{2} - 1) \), which, by near symmetry, ensures that the constraint on the average transmission power at the nodes in \( L_1 \) is satisfied. Furthermore, when \( Q = 2 \), the
signal vector received by the nodes in $L_2$ is
\[ Y_2 = HX_1 + Z_2 \]
\[ = \sqrt{P\left(\frac{n}{N} - 1\right)} \Psi + Z_2 \text{ a.s.} \]
Thus, rates $R_i, i \in [1, \frac{n}{N} - 1]$, are simultaneously feasible from nodes in $L_1$ to node $i$ in $L_2$, respectively, with high probability if
\[ R_i < \frac{1}{3} E_{H,\Psi} \left[ \log_2 \left( 1 + \frac{P\left(\frac{n}{N} - 1\right)}{N} \right) \right] \]
\[ = \frac{1}{3} E_{H,\Psi} \left[ \log_2 \left( 1 + \frac{P}{N} \frac{1}{\sqrt{\text{Var}(\Psi)}} \right) \right] \]
(22)
Now, recall that $\Psi \sim \mathcal{N}(0, I)$ and the entries of $H$ are independent complex Gaussian with mean zero and variance close to unity for large $n$ (since $r$ is given by (20), $(1 - 4r^{-1})^{-\alpha} \sim 1$, for large $n$). Thus, $(\sqrt{\text{Var}(\Psi)})^{-1}$ is nearly distributed as $F_{2,1}(\frac{1}{2})$, which has mean $(1 + \frac{1}{e_2^2})$ and variance $(1 - e_2^{-1})^2(1 - \frac{2}{e_2})^{-1}$ (see Theorem 3.3.28 [15] and its generalization to complex vectors, for instance, in [19]). Furthermore, it is easy to show that, for $\eta \sim F_{2,K}, K > 1$, and any $\rho > 0, E_\eta[\log_2 (1 + \rho \eta)] > e^{-1} \log_2 (1 + \rho)$. Hence, (22) holds if
\[ R_i < \frac{1}{3} \left( e^{-1} \log_2 \left( 1 + \frac{P}{N} \right) - o(1) \right). \]
Therefore, rate $R$ is feasible from $s$ to $d$ with high probability if
\[ R = \sum_{i=1}^{\frac{n}{2}-1} R_i \]
\[ < \left( \frac{n}{2} - 1 \right) \frac{1}{3} \left( e^{-1} \log_2 \left( 1 + \frac{P}{N} \right) - o(1) \right) \]
\[ \Theta(n). \]
(23)
Lastly, destination $d$ should be able to successfully decode all the information that is being sent over flow graphs $\{G_t\}$. This is achievable with high probability if
\[ R_i < \frac{1}{3} \frac{1}{\sqrt{2\pi} - 1} E_{\xi} \left[ \log_2 \left( 1 + \frac{P(2r^{-1})^{-\alpha} K_{(2,i),d}^2}{N} \right) \right] \]
\[ = \Theta(1), \]
where the last step follows from (20). Thus, rate $R$ is feasible with high probability if
\[ R = \sum_{i=1}^{\frac{n}{2}-1} R_i < \Theta(n). \]
(24)
Hence, from (21)-(24), we determine that a rate of $\Theta(n)$ bits/transmission is achievable from $s$ to $d$. Since $s$ and $d$ are 1 meter apart, we obtain from Theorem 5.1 that a transport capacity of $\Theta(W_m)$ bit-meters/sec is feasible.

The above improvement in the transport capacity is for a specific class of networks. Whether such a favorable scaling law for the transport capacity holds for a network with randomly located nodes is a challenging open question.

VII. CONCLUSIONS

We have constructed an information-theoretic scheme for obtaining an achievable rate region in a network of arbitrary size and topology. Many well-known capacity-defining achievable rate results can be derived as special cases of our scheme. A few such examples are the physically degraded and reversely-degraded relay channels, the Gaussian multiple access channel, and the Gaussian broadcast channel. The proposed scheme also leads to a better achievable bound on the transport capacity of wireless networks than previously obtained. In fact, the scheme allows a feasible transport capacity of $\Theta(n)$ bit-meters/sec in a specific wireless network of $n$ nodes located in a region of unit area, as compared to the best possible transport capacity of $\Theta(\sqrt{n})$ bit-meters/sec shown earlier [16] for less sophisticated receiver operation. Even though the improvement is shown for a specific class of networks, a clear implication is that one may obtain sizable gains by designing and employing more sophisticated multi-user coding schemes in at least some large wireless networks. Quantifying the gains in a general network is an important subject for future work.

APPENDIX I

SOME DEFINITIONS AND BACKGROUND RESULTS

In this appendix, we recall some standard definitions and results from the literature.

Let $\{X_1, X_2, \ldots, X_k\}$ denote a finite collection of discrete random variables with some fixed joint distribution, $p(x_1, x_2, \ldots, x_k), (x_1, x_2, \ldots, x_k) \in X_1 \times X_2 \times \cdots \times X_k$. Let $S$ be a subset of $\{X_1, X_2, \ldots, X_k\}$. Consider $b$ independent copies of $S$, $\{S_1, S_2, \ldots, S_b\}$. Let $S$ denote the vector $(S_1, S_2, \ldots, S_b)$. Thus, for $s = (s_1, s_2, \ldots, s_b), P(S = s) = \prod_{i=1}^{b} P(S_i = s_i)$.

Then, by the law of large numbers,
\[ -\frac{1}{b} \log_2 p(S) = -\frac{1}{b} \sum_{i=1}^{b} \log_2 p(S_i) \rightarrow H(S), \]
where the convergence takes place simultaneously with probability 1 for all $2^b$ subsets, $S \subseteq \{X_1, X_2, \ldots, X_k\}$.

Next recall the definition of jointly $\epsilon$-typical sequences [9]: The set $A_\epsilon^{(i)}(X_1, X_2, \ldots, X_k)$ of $\epsilon$-typical $b$-sequences $(x_1, x_2, \ldots, x_k) \in X_1^b \times X_2^b \times \cdots \times X_k^b$ is defined by
\[ A_\epsilon^{(i)}(X_1, X_2, \ldots, X_k) := \{ (x_1, x_2, \ldots, x_k) : \]
\[ \left| -\frac{1}{b} \log_2 p(s) - H(S) \right| < \epsilon, \forall S \subseteq \{X_1, X_2, \ldots, X_k\} \}. \]

Let $A_\epsilon^{(i)}(S)$ denote the restriction of $A_\epsilon^{(i)}(X_1, X_2, \ldots, X_k)$
to the coordinates of $S$. For example, if $S = (X_1, X_2)$,

$$A_i^{(b)}(S) = \{ (x_1, x_2) : \frac{1}{b} \log_2 p(x_1) - H(X_1) < \epsilon, \frac{1}{b} \log_2 p(x_2) - H(X_2) < \epsilon, \frac{1}{b} \log_2 p(x_1, x_2) - H(X_1, X_2) < \epsilon \}.$$

We recall the following well known fact (see for instance [9]).

**Lemma 1.1:** For any $\epsilon > 0$, for sufficiently large $b$,

(i) $P(A_i^{(b)}(S)) \geq 1 - \epsilon$, \quad $\forall S \subseteq \{X_1, X_2, \ldots, X_k\}$.

(ii) $s \in A_i^{(b)}(S) \Rightarrow \frac{1}{b} \log_2 p(s) - H(S) < \epsilon$.

(iii) $(1 - \epsilon)2^{b(H(S) - \epsilon)} \leq |A_i^{(b)}(S)| \leq 2^{bH(S) + \epsilon}$, where $|A_i^{(b)}(S)|$ denotes the cardinality of the set $A_i^{(b)}(S)$.

To bound the probability of error, we will use another well known result on the probability that conditionally independent sequences are jointly typical. Let $S^{(1)}$, $S^{(2)}$, and $S^{(3)}$ be three subsets of $\{X_1, X_2, \ldots, X_k\}$. Let $\tilde{S}^{(1)}$, $\tilde{S}^{(2)}$, $\tilde{S}^{(3)}$ be such that $S^{(1)}$ and $S^{(2)}$ are conditionally independent given $S^{(3)}$ but otherwise share the same pairwise marginals of $(S^{(1)}, S^{(2)}, S^{(3)})$ as shown below. Then the probability of joint typicality of $(\tilde{S}^{(1)}, \tilde{S}^{(2)}, \tilde{S}^{(3)})$ is as follows (see [9]).

**Lemma 1.2:** Let

$$P(S^{(1)} = s_1, S^{(2)} = s_2, S^{(3)} = s_3) = \prod_{i=1}^{b} p(s_{1i}, s_{2i}, s_{3i})$$

and

$$P(\tilde{S}^{(1)} = s_1, \tilde{S}^{(2)} = s_2, \tilde{S}^{(3)} = s_3) = \prod_{i=1}^{b} p(s_{1i}|s_{3i}) p(s_{2i}|s_{3i}) p(s_{3i}).$$

Then for $\epsilon$ such that $P(A_i^{(b)}(S^{(1)}, S^{(2)}, S^{(3)})) \geq 1 - \epsilon$,

$$(1 - \epsilon)2^{-b(H(S^{(1)}; S^{(2)}; S^{(3)}) + \epsilon)} \leq P((\tilde{S}^{(1)}, \tilde{S}^{(2)}, \tilde{S}^{(3)}) \in A_i^{(b)}(S^{(1)}, S^{(2)}, S^{(3)})) \leq 2^{-bH(S^{(1)}; S^{(2)}; S^{(3)}) - \epsilon}.$$


**Generation of random codebooks**

In each $b$-block $i = 1, 2, \ldots, B$, node $j$ in level $L_m$ of $G(s, d)$ uses the same random codebook, denoted by $C_{m,j}$, to determine the codeword to transmit in block $i$, for $j \in [1, n_m]$, $m \in [0, M]$. Now, all the random codebooks employed by nodes in a particular level $L_m$, denoted by $C_m := \{C_{m,j} : j \in [1, n_m]\}$, are generated according to a specific joint conditional distribution, as follows:

- First construct the codebooks $C_M$ for nodes in level $L_M$ by generating at random $2^{bR_M}$ independent and identically distributed $b$-sequences $x_M(s_M) = (x_{M1}(s_M), x_{M2}(s_M), \ldots, x_{M_b}(s_M))$, $s_M \in [1, 2^{bR_M}]$, drawn according to

$$p(x_M(s_M) | x_F) = \prod_{i=1}^{b} p(x_{Mi}(s_M) | x_F).$$

- Next construct the codebooks $C_{M-1}$ for $L_{M-1}$ as follows. Consider a node at $L_{M-1}$. It selects a codeword to transmit that depends not only on the index of its own level, denoted by $s_{M-1}$, but also on the index $s_M$ transmitted by the higher level $L_M$. Specifically, $C_{M-1}$ is obtained as follows. For each $x_M(s_M)$, $s_M \in [1, 2^{bR_M}]$, generate $2^{bR_{M-1}}$ conditionally independent $b$-sequences, denoted by $x_{M-1}(s_M)$, $s_M \in [1, 2^{bR_{M-1}}]$, drawn according to

$$p(x_{M-1}(s_{M-1}) | s_M, x_M(s_M), x_F) = \prod_{i=1}^{b} p(x_{M-1i}(s_{M-1}) | s_M, x_{Mi}(s_M), x_F).$$

- Next, proceeding recursively, and supposing that $C_M, C_{M-1}, \ldots, C_{m+1}$ have been generated, we use the following procedure to construct the codebooks $C_m$ for $L_m$. As at $L_{M-1}$, a node at level $L_m$ selects a codeword to transmit that depends not only on the
index \( s_m \) but also on the indices \( s_{m+1}, s_{m+2}, \ldots, s_M \) transmitted by higher levels. This way the nodes at level \( L_m \) not only send the index of their own level but also “aid” the transmissions of the nodes in higher levels \( L_{m+k}, \ k \in [1, M - m] \). More specifically, let \( s[l, M] \) denote the vector \((s_k, s_{k+1}, \ldots, s_M)\), then \( C_m \) is obtained as follows. For each \((x_{m+1}(s_{m+1}[l, M]\), \( x_{m+2}(s_{m+2}[l, M]\), \( x_{M-1}(s_{M-1}[l, M]\), \( x_M(s_M[l, M]\), \( s_l \in [1, 2^{|B_m|}]\), \( l \in [m + 1, M]\), generate \( 2^{|B_m|} \) conditionally independent \( b \)-sequences, \( x_m(s_m[l, M]\)), \( s_m \in [1, 2^{|B_m|}]\), drawn according to

\[
p(x_m(s_m[l, M]\) | x_{m+1}(s_{m+1}[l, M]\), \( x_{m+2}(s_{m+2}[l, M]\), \( x_{M-1}(s_{M-1}[l, M]\), \( x_M(s_M[l, M]\), x_P) \cdot \prod_{i=1}^{b} p\left(x_m(s_m[l, M]\) | x_{m+1}(s_{m+1}[l, M]\), \( x_{m+2}(s_{m+2}[l, M]\), \( x_{M-1}(s_{M-1}[l, M]\), \( x_M(s_M[l, M]\), x_P) \end{align*}

Random partitions

We next construct a nested set of random partitions \( S_0, S_1, \ldots, S_M \) of \([1, 2^{B_m}]\). These nested random partitions will allow us to recursively use the random binning argument, introduced in [27] and used in [8] for the single-relay channel, to show that \( R_0 \) is achievable.

Let \( S_0 = [1, 2^{B_m}] \). Having obtained \( S_0 \) we choose \( S_0 = \{ \{s_1, s_2, \ldots, s_{|B_m|}\} \} \), we generate a random partition \( S_0 = \{ S_1, S_2, \ldots, S_{|B_m|}\} \) of \( S_0 \) by randomly and independently assigning \( S_i, k \in [1, 2^{|B_m|}] \), to \( S_0 \) according to a uniform distribution over the indices \( i = 1, 2, \ldots, 2^{|B_m|} \). That is, all the indices in the set \( S_0[k] \) are members of the set \( S_0[k] \).

Encoding

The above random codebooks and nested random partitions are employed to do encoding as follows. Let \( w_i \in [1, 2^{B_m}] \) be the new index to be sent from source \( s \) in block \( i \), for destination \( d \). As indicated during the codebook generation step, node \( L_m, j \) at level \( L_m \) transmits in block \( i \) a codeword from its codebook \( C_m \), that depends not only on its estimate of \( s_m \), the index that \( L_m \) has to send, but also on its estimates of \( \{ s_{m+k}; k \in [1, M - m] \} \), the indices that higher levels \( L_{m+k}; k \in [1, M - m] \) send in block \( i \).

To make the above precise, we will use the following notation:

1. \( s_{m,i}^{m,j} \) : Estimate by node \( L_m, j \) of \( s_m; i \), the index that \( L_m \) needs to send in block \( i \).
2. \( s_{m+k,i}^{m,j} \) : “\( k \)-step forward” estimate by node \( L_m, j \) of \( s_{m+k,i} \), the index to be sent by level \( L_{m+k} \) in block \( i \).
3. \( s_{m+k,i}^{m,j} \) : “\( k \)-step backward” estimate by node \( L_m, j \) of \( s_{m+k,i} \), the index sent by level \( L_{m+k} \) in block \( i \).

This estimate is made by \( L_m, j \) using joint typicality at the end of block \( (i + k - 1) \), for \( k \in [1, m] \) (details will be given in the sequel).

In order to initialize the encoding procedure, as well as the decoding procedure described in the sequel, \( \{ w_m(M-1), w_{m-1}(M-2), \ldots, w_1(0) \} \) are independently and uniformly chosen from \([1, 2^{|B_m|}]\), and are made known to all the nodes \( L_{m,j} ; m \in [0, M + 1], j \in [1, n_m] \) before the beginning of block 1.

Now the indices \( \{ s_m^{m,j} \in [1, 2^{|B_m|}] ; m \in [0, M], j \in [1, n_m] \} \) are obtained as follows:

- \( s_0^{0,1} = w_1 \), i.e., the source node simply chooses the symbol \( w_1 \).
- For \( m \in [1, M] \), \( j \in [1, n_m] \), \( s_m^{m,j} \) is the index of the cell in partition \( S_m \) which contains \( s_m^{m,j-1} \) (the cell in \( S_m \) indexed by \( s_m^{m,j-1} \)). How the node \( L_m, j \) obtains the one-step backward estimate \( s_m^{m,j-1} \) at the end of block \( (i + k - 1) \) will be specified in the sequel.

Next, node \( L_{m,j} \) obtains the forward estimates \( \{ s_{m+k,i}^{m,j} \} \), based on \( \{ s_m^{m,j} \} \), using set inclusion, as follows. For each \( k \in [1, M - m] \), \( L_{m,j} \) estimates \( s_m+k,i \) as \( s_{m+k,i}^{m,j} \), where \( s_{m+k,i}^{m,j} \in [1, 2^{|B_m|}] \) is such that \( s_{m+k,i}^{m,j} \subseteq s_{m+k,i} \). Note that \( s_{m+k,i}^{m,j} \) depends only on \( s_{m,i+1}^{m,j} \), which in turn depends only on \( s_{m+1,i+k-1}^{m,j} \). Thus the estimate \( s_{m+k,i}^{m,j} \) can be made by node \( L_{m,j} \) at the end of block \( (i + k - 1) \).

Let

\[
s_{m,j}^{m,i} = \{ s_{m+1,i+1}, s_{m+2,i+2}, \ldots, s_{M,i} \}.
\]

Then, having obtained the estimates above, which one should note can be made at the end of block \( (i + k - 1) \), node \( L_{m,j} \) transmits in block \( i \) the codeword \( x_m(s_m^{m,j}) ; \{ s_{m,i}^{m,j} \} \in C_m. \)

Decoding

The decoding will be defined in an iterative fashion. Suppose that at the end of block \( (i + k - 1) \), node \( L_{m,j} \) has estimates \( \{ s_{m,i+1}, s_{m,i+2}, \ldots, s_{m,i+k} \} \), \( (s_{m+1,i+1}, s_{m+2,i+2}, \ldots, s_{M,i}) \), and upon receiving the signal \( y_{m,j}^{m,i} \) node \( L_{m,j} \) estimates \( s_{m,i}^{m,j} = s \) iff there exists a unique index \( s \in [1, 2^{|B_m|}] \) such that \( s \in L_{m,j, i+1}^{m,i} \), where

\[
L_{m,j, i+1}^{m,i} = \left\{ s \in [1, 2^{|B_m|}] ; \left( x_m(s_m^{m,j}), x_m(s_{m+1,i+1}, s_{m+2,i+2}, \ldots, s_{M,i}) \in \right. \right. \right.
\]

\[
(25)
\]

In the usual fashion of information theory, an error event captures situations where there does not exist any such
estimate $s$, or there is more than one such $s$. This contingency will be taken into account in the probability of error calculations in the sequel.

- Next $L_{m,j}$ iteratively decodes the indices sent by levels $L_{m-k}$, $k = 2, 3, \ldots, m$, as follows. Having obtained backward estimates $\hat{s}_{m-1;i}^{m,j}, \hat{s}_{m-2;i}^{m,j}, \ldots, \hat{s}_{m-k+1;i}^{m,j}$, node $L_{m,j}$ estimates $\hat{s}_{m-k;i}^{m,j} = s$ as the index sent by $L_{m-k}$ in block $i = k + 1$ iff there exists a unique $s \in [1, 2^{RM_m}]$ such that $s \in S_{m-k+1;i}^{m,j} \cap L_{m,j,k,i}$, where

$$L_{m,j,k,i} := \left\{ s \in [1, 2^{RM_m}] : \begin{array}{l}
X_{m-k} (s | \hat{s}_{m-k+1;i}^{m,j}, M_{m-k+1;i}^{m,j}), \\
X_{m-k+1} (\hat{s}_{m-k+1;i}^{m,j} | \hat{s}_{m-k+2;i}^{m,j}, M_{m-k+1;i}^{m,j}), \\
\ldots, X_M (\hat{s}_{m,1;i}^{m,j}, x_F, Y_{m,1;i}^{m,j}) \right\}$$

are jointly $\epsilon$-typical. (26)

As above, an error occurs when such a unique $s$ does not exist.

**Probability of error calculations**

Let $w_i$ be the index to be sent from source $L_{0,1}$ in block $i$, for destination $L_{M+1,1}$. Define the “ideal” indices to be sent by levels $\{L_m : m \in [0, M]\}$ as follows:

- $\hat{s}_{0;i} = w_i$,
- For $m \in [1, M], \hat{s}_{m;i} = \hat{s}$, where $\hat{s} \in [1, 2^{RM_m}]$ is such that $S_{m-1;i}^{m,j} \subseteq S_m$.

For the random coding scheme described above, we will declare an error in block $i$ if the following event occurs

$$F(i) := E_0(i) \cup \bigcup_{m=1}^{M+1} \bigcup_{j=1}^{m} \bigcup_{k=1}^{m} E_{m,j,k,i}(i),$$

where

1) $E_0(i)$ is the event that $(\{X_{m,j,i}^{m,j} | \hat{s}_{m,j}^{m,j} \mid M_{m,j}^{m,j} : m \in [0, M], j \in [1, n_m]\}, x_F, \{Y_{m,j,i}^{m,j} : m' \in [1, M + 1], j' \in [1, n_{m'}]\})$ are jointly $\epsilon$-typical.

2) $E_{m,j,k,i}(i)$ is the event that node $L_{m,j}$ fails to obtain one-step backward estimate $\hat{s}_{m,j}^{m,j} | M_{m,j}^{m,j} | i$ at the end of block $i$ that matches the ideal symbol $\hat{s}_{m,j}^{m,j} | M_{m,j}^{m,j} | i$; i.e., either $\hat{s}_{m,j}^{m,j} | M_{m,j}^{m,j} | i \not\in L_{m,j,k,i}$ or there exists $s \neq \hat{s}_{m,j}^{m,j} | M_{m,j}^{m,j} | i$ such that $s \in L_{m,j,k,i}$.

3) $E_{m,j,k,i}(i)$ is the event that node $L_{m,j}$ fails to obtain $k$-step backward estimate $\hat{s}_{m-k;i}^{m,j} | M_{m-j}^{m,j} | i$ at the end of block $i$ that matches the ideal symbol $\hat{s}_{m-k;i}^{m,j} | M_{m-j}^{m,j} | i$; i.e., either $\hat{s}_{m-k;i}^{m,j} | M_{m-j}^{m,j} | i \not\in S_{m-k;i}^{m,j} | M_{m-j}^{m,j} | i \cup L_{m,j,k,i}$ or there exists $s \neq \hat{s}_{m-k;i}^{m,j} | M_{m-j}^{m,j} | i$ such that $s \in S_{m-k;i}^{m,j} | M_{m-j}^{m,j} | i \cap L_{m,j,k,i}$.

Now let

$$F_0(i-1) := \bigcup_{i=1}^{k} F(i).$$

Thus $F_0(i-1)$ is the event that all the decoding steps at all nodes till the end of block $(i-1)$ are error free.

We will now show that $P(F(\hat{i}) \cap F_0^c(i-1))$ is small. This will lead to a recursive proof that $P(\cup_{t=1}^{B} F(\hat{i}))$ is small. We begin as follows.

**Lemma 2.1:** For $b$ sufficiently large,

$$P(E_0(i) \cap F_0^c(i-1)) \leq \epsilon.$$  

**Proof:** The event $F_0(i-1)$ implies that the following hold:

$$\hat{s}_{m,i}^{m,j} = \hat{s}_{m,i}^{m-j},$$

for each $m \in [1, M + 1], j \in [1, n_m]$, $k \in [1, M], l \in [1, i-1]$. Furthermore, $\{X_{m,j,i}^{m,j} | \hat{s}_{m,j}^{m,j} | M_{m,j}^{m,j} : m \in [0, M], j \in [1, n_m]\}$, $x_F$, $\{Y_{m',j',i}^{m',j'} : m' \in [1, M + 1], j' \in [1, n_{m'}]\}$ are jointly $\epsilon$-typical, for each $l \in [1, i-1]$. Now $\hat{s}_{m,i}^{m,j}$ is a forward estimate that depends only on $\hat{s}_{m,i}^{m-j}$, which in turn depends only on $\hat{s}_{m,i}^{m-j-1}$ made at the end of block $(i-k-1)$. Hence $\hat{s}_{m,i}^{m-j}$ depends only on the estimates $\{\hat{s}_{m,i}^{m-j} : l \leq i-2\}$ made by the end of block $(i-2)$.

Hence

$$F_0^c(i-1) \Rightarrow \hat{s}_{m,i}^{m-j} \Rightarrow \hat{s}_{m,i}^{m-j} | M_{m,j}^{m-j}.$$  

Moreover, by (30), we get that

$$F_0^c(i-1) \Rightarrow \hat{s}_{m,i}^{m-j-1} \Rightarrow \hat{s}_{m,i}^{m-j} \Rightarrow \hat{s}_{m,i}^{m-j}.$$  

Hence from Lemma 1.1(i), we get that

$$P(E_0(i) \cap F_0^c(i-1)) \leq \epsilon,$$

when $b$ is sufficiently large. This completes the proof of Lemma 2.1.

Next let

$$F_{m,j,k-1}(i) := \begin{cases}
E_0(i), & k = 1, \\
E_0(i) \cup \bigcup_{l=1}^{k-1} E_{m,j,l}(i), & k \in [2, m].
\end{cases}$$

Hence $F_{m,j,k-1}(i)$ is the event that all the decoding steps conducted at $L_{m,j}$ at the end of block $i$ for layers $\{L_{m-k+1,i}, \ldots, L_{m-2,i}, L_{m-1,i}\}$ are error free, as well as the joint typicality property holds.

We first show that the conditional probability of error in obtaining the one-step backward estimate, $P(E_{m,j,l}(i) \cap F_{m,j,k-1}(i))$, is small.

**Lemma 2.2:** If

$$R_{m-1} \leq I(X_{m-1}, Y_{m,j} | X_{m,j}, x_F) - 7\epsilon,$$


then for sufficiently large $b$

$$P\left( E_{m,j,1}(\tilde{t}) \cap F_{m,j,0}(\tilde{t}) \cap F_{0}^{c}(\tilde{t} - 1) \right) \leq \epsilon.$$  

**Proof:** Recall from (25) that $L_{m,j,i}$ is the set of all $s \in [1,2^{bM-m-1}]$ such that $\{x_{m-1}(s) = \tilde{s}_{m-1}, x_{m}(s) = \tilde{s}_{m}, \ldots, x_{M}(s) = \tilde{s}_{M}\}$, and $x_{F}, y_{m,j,i}$ are jointly $\epsilon$-typical. Let $E_{m,j,1}(\tilde{t}) = E_{m,j,1}(\tilde{t}) \cup E_{m,j,1}(\tilde{t})$, where

- $E_{m,j,1}(\tilde{t})$ is the event that $\tilde{s}_{m-1,i} = \tilde{s}_{m-1,i}$, and
- $E_{m,j,1}(\tilde{t})$ is the event that there exists $s \neq \tilde{s}_{m-1,i}$ such that $s \in L_{m,j,i}$.

As in Lemma 2.1, the event $F_{0}^{c}(\tilde{t} - 1)$ implies that $E_{m,j,0}(\tilde{t}) = E_{m,j,0}(\tilde{t})$ is the event that $\{x_{m-1}(s) = \tilde{s}_{m-1}, \ldots, x_{M}(s) = \tilde{s}_{M}\}$ are not jointly $\epsilon$-typical.

Also, $F_{0}^{c}(\tilde{t} - 1)$ implies that $F_{m,j,0}(\tilde{t}) = F_{m,j,0}(\tilde{t})$ is the event that $\{x_{m-1}(s) = \tilde{s}_{m-1}, \ldots, x_{M}(s) = \tilde{s}_{M}\}$ are not jointly $\epsilon$-typical. In particular, the event $F_{0}^{c}(\tilde{t} - 1) \cap F_{m,j,0}(\tilde{t})$ implies that $\{x_{m-1}(s) = \tilde{s}_{m-1}, \ldots, x_{M}(s) = \tilde{s}_{M}\}$ are jointly $\epsilon$-typical.

Thus

$$P\left( E_{m,j,1}(\tilde{t}) \cap F_{0}^{c}(\tilde{t} - 1) \cap F_{m,j,0}(\tilde{t}) \right) = 0. \quad (31)$$

Hence

$$P\left( E_{m,j,1}(\tilde{t}) \cap F_{m,j,0}(\tilde{t}) \cap F_{0}^{c}(\tilde{t} - 1) \right) \leq \epsilon.$$  

We next show that the conditional probability of error in obtaining the $k$-step backward estimate, $P\left( E_{m,j,k}(\tilde{t}) \cap F_{m,j,k-1}(\tilde{t}) \cap F_{0}^{c}(\tilde{t} - i) \right)$, can also be made small for each $k \in [2, m]$.

**Lemma 2.3:**

If

$$R_{m-k} < R_{m-k+1} + I\left( X_{m-k}; Y_{m,j} | X_{m-k+1}, M, x_{F} \right) - 7\epsilon,$$

then for sufficiently large $b$

$$P\left( E_{m,j,k}(\tilde{t}) \cap E_{m,j,k-1}(\tilde{t}) \cap F_{0}^{c}(\tilde{t} - i) \right) \leq \epsilon,$$

for $k = 2, 3, \ldots, m$.

**Proof:** Recall that $L_{m,j,k}$ is the set of all $s \in [1,2^{bR_{m-k} - 1}]$ such that $\{x_{m-k}(s) = \tilde{s}_{m-k}, \ldots, x_{M}(s) = \tilde{s}_{M}\}$ are conditionally independent given $s \neq \tilde{s}_{m-k,i}$. From Lemma 1.2, as, for each $s \neq \tilde{s}_{m-k,i}$,

$$P\left( E_{m,j,k}(\tilde{t}) \cap E_{m,j,k-1}(\tilde{t}) \cap F_{0}^{c}(\tilde{t} - i) \right) = 0. \quad (35)$$

Hence we obtain the bound given at the top of the next page, where (a) uses (35), (b) is from the definition of $E_{m,j,k}(\tilde{t})$, (c) follows from an argument similar to Lemma 2.1, and (d) holds due to Lemma 1.2 since $x_{m-1}(s) = \tilde{s}_{m-1}, x_{m}(s) = \tilde{s}_{m}, \ldots, x_{M}(s) = \tilde{s}_{M}$ are conditionally independent given $x_{m}(s) = \tilde{s}_{m}, x_{F}$, and $x_{m,j,i}(s) = \tilde{s}_{m,j,i}$ for each $s \neq \tilde{s}_{m,j,i}$.
\[ P\left( E_{m,j,k}(i) \cap F_{m,j,k-1}(i) \cap F_0^c(i-1) \right) \]

\[ \leq \sum_{r \in \{1,2^{bR_m}+1\}} \sum_{r \in [1,2^{bR_m}+1]} \left( P\left( \left\{ s \in S_{m,j,k-1}^{m-1} \mid x_F, y_{m,j;i-1} = \left( \{ x_{m'}(s_{m';i-1}^{m'1} M[i;i-1] : m' \in [0,M] \}, x_F \} \right) \text{ are jointly } \epsilon \text{-typical} \right) \right) \]

Thus if \( R_{m,k} < R_{m,k-1} + I(X_{m,k}; Y_{m,j}[X_{m,k-1}]) - 7\epsilon \), then for sufficiently large \( b \),

\[ P\left( E_{m,j,k}(i) \cap F_{m,j,k-1}(i) \cap F_0^c(i-1) \right) \leq \epsilon, \]

and the proof of Lemma 2.3 is complete.

Now we bound the probability of error over the \( B \) blocks of size \( b \) sent from source \( s \) to destination \( d \), for rate \( R_0 \) satisfying (5). Let \( \mathbf{W} = \{ W_1, W_2, \ldots, W_{B-M} \} \) be the sequence of indices transmitted by source \( s \) in \( B \) blocks. We assume the indices \( \{ W_j \} \) are i.i.d. random variables uniformly distributed on \([1,2^{bR_0}]\). Let \( \mathbf{W} = \{ 0, \ldots, 0, W_1, W_2, \ldots, W_{B-M} \} \) be the sequence decoded at destination \( d \) at the end of block \( B \), and let \( \mathbf{W} := (W_1, W_2, \ldots, W_{B-M}) \). Then the probability of error is

\[ P(\mathbf{W} \neq \mathbf{W}) \]

\[ \leq \sum_{i=1}^B P(\mathbf{W} \neq \mathbf{W} \mid \mathbf{W}) \]

where (a) and (b) follow from the definition of \( F(i) \) in (27), (c) uses the definition of \( F_{m,j,k-1}(i) \), and (d) uses Lemmas 2.1-2.3 and that \( n \) is the total number of nodes in \( N \).

Now, using the standard random coding arguments, we deduce that there exists a selection of codebooks \( \{ C_{m,j}^* : m \in [0,M] \} \) for every node in each level of \( G(s,d) \) such that \( P(\mathbf{W} \neq \mathbf{W} \mid \{ C_{m,j}^* \}) \leq \epsilon' \). By throwing away the worse half of the \( w \) in \([1,2,\ldots,2^{B-M}B-M] \) and reindexing them, we get that

\[ P(\mathbf{W} \neq \mathbf{W} \mid \{ C_{m,j}^* \}, \mathbf{W} = w) \leq 2\epsilon', \]
for each \( l \in [1, 2^{R_0(B-M)}] \). Thus, for \( \epsilon' > 0 \), and \( b \) sufficiently large, the maximal probability of error \( \lambda(B) \leq 2\epsilon' \), for rates \( \hat{R}_0 = \frac{b}{2B(1-B)^{B-1}} \), where \( \hat{R}_0 \) satisfies (5). First letting \( b \to \infty \), then \( B \to \infty \), and finally \( \epsilon' \to 0 \), we see that \( \hat{R}_0 < R_0 \) is achievable. This completes the proof of Theorem 2.1. ■

**APPENDIX III**

**PROOF OF THEOREM 3.1**

First consider the AWGN channel without fading (i.e., the channel gains \( \{h_{t,i}\} \) are given by (7)). Fix a flow graph \( \mathcal{G}(s,d) \). For this flow graph, let \( x_F = 0 \), and let \( \{ \beta_{m,j,m+k} \in [0,1], m \in [0,M], j \in [1,n_m], k \in [0,M-m] \} \) be such that

\[
\sum_{k=0}^{M-m} \beta_{m,j,m+k} < 1,
\]

for each \( m \in [0,M], j \in [1,n_m] \).

Next, let \( Y_{m,j} \in [0,M], m \in [0,M], \) be i.i.d. real-valued Gaussian random variables with mean zero and covariance one. Let

\[
X_{m,j} = \sum_{k=0}^{M-m} \gamma_{m,j,m+k} V_{m+k},
\]

where

\[
\gamma_{m,j,m+k} = \sqrt{\beta_{m,j,m+k}P_{m,j}}.
\]

Now codebooks for nodes in \( \mathcal{G}(s,d) \) are generated as follows. Given a rate \( R_0 \) satisfying (11) for some \( \{R_1, R_2, \ldots, R_M \} : R_0 \geq R_1 \geq \cdots \geq R_M \geq 0 \), generate i.i.d. \( b \)-variate normal random vectors \( \mathbf{v}_1(s), s \in [1, 2^b], l \in [0,M], \) having mean zero and covariance \( I_b \). Then, \( C_{m,j} \), the codebook for node \( L_{m,j} \), is given by \( \{x_{m,j}(s_{m+1,M}) : s_l \in [1, 2^b], l \in [0,M] \} \), where

\[
x_{m,j}(s_{m+1,M}) = \sum_{k=0}^{M-m} \gamma_{m,j,m+k} V_{m+k} \gamma_{m,k}.
\]

The codewords so generated satisfy the power constraint (9) with high probability, when \( b \) is large enough. With these codebooks, the encoding and decoding procedures described in the proof of Theorem 2.1, and employing the standard discretization and quantization arguments used for computing the capacity of general memoryless channels (i.e., channels with not-necessarily finite input and output alphabets; see [13], Ch. 7), we deduce that the rate \( R_0 \) given by Theorem 2.1 is achievable with arbitrarily small probability of error whenever (5) holds. Now, from (6), (7), and (36), we obtain

\[
I(X_m;Y_{m+k,j}|X_{m+1,M},x_F) = C \left( \frac{P_{m+k,j,m}}{N_{m+k,j} + \sum_{k'=1}^{m} P_{m+k,j,m-k'}} \right),
\]

where \( C(\cdot) \) is given by (13) and \( P_{m+k,j,m-k'}^{(R)} \) is the total power received by node \( L_{m+k,j} \), for \( V_{m+k} \). From (6), (7), and (36), we determine that \( P_{m+k,j,m-k'}^{(R)} \) is as given in (12).

Next consider the AWGN channel with fading and CSIR. Let \( \mathcal{G}(s,d) \) and \( \{ \beta_{m,j,m+k} \in [0,1], m \in [0,M], j \in [1,n_m], k \in [0,M-m] \} \) be as above. Then, the signals transmitted by nodes and the codewords are as in (36) and (37), respectively, except that \( \{V_{m+k} \} \) and \( \{V_{m+k}(\sigma_{m+k}) \} \) are now all complex circularly-symmetric Gaussian. Then, as argued in [29], since the channel gains \( H_{m+k,j}^{(tr)} := \{h'(m',j'),(m+k,j) : j' \in [1,n_m], m' \in [0,M] \} \) are known to the receiving node \( L_{m+k,j} \), the channel output for node \( L_{m+k,j} \) is \( Y_{m+k,j} = (Y_{m+k,j},H_{m+k,j}) \). Thus, as above, we obtain that the rate \( R_0 \) in Theorem 2.1 is achievable whenever (5) holds with \( Y_{m+k,j} \) replaced by \( Y_{m+k,j} \). Now

\[
I(X_m;Y_{m+k,j}|X_{m+1,M},x_F) = I(X_m;H_{m+k,j}|X_{m+1,M},x_F) + I(X_m;Y_{m+k,j}|X_{m+1,M},x_F,x_F,H_{m+k,j})
\]

\[
= E_{H_{m+k,j}} \left[ I(X_m;Y_{m+k,j}|X_{m+1,M},x_F,x_F,H_{m+k,j}) \right]
\]

\[
= (a) + (b)
\]

\[
= C \left( \frac{P_{m+k,j,m}}{N_{m+k,j} + \sum_{k'=1}^{m} P_{m+k,j,m-k'}} \right),
\]

where (a) uses the fact that, for \( k > 0 \), \( X_m \) and \( H_{m+k,j}^{(tr)} \) are independent and (b) follows from (6) and (8), with \( P_{m+k,j,m}^{(R)} \) and \( C(\cdot) \) as given in (14) and (15), respectively.

Finally, consider the AWGN channel with fading and CSIRT. The key conceptual difference in obtaining an achievable region here as compared to the CSIR case arises due to the fact that the channel state information is not now available to the transmitting nodes. Consequently, each transmitting node can now do power allocation for aiding various levels in the flow graph depending on the current channel state. More specifically, consider a flow graph \( \mathcal{G}(s,d) \) as above. Then, node \( L_{m,j} \) transmits

\[
X_{m,j} = \sum_{k=0}^{M-m} \gamma_{m,j,m+k} V_{m+k},
\]

where the complex gains \( \{\gamma_{m,j,m+k}(H) \in C, k \in [0,M-m] \} \) satisfy (16) in order to meet the power constraint at \( L_{m,j} \) and \( \{V_m : m \in [0,M] \} \), as above, are i.i.d. with \( V_m \sim N(0,1) \). The rest of the argument is now similar to the CSIR case. ■

**APPENDIX IV**

**PROOF OF THEOREM 4.1**

The basic idea for showing that a rate vector \( \{R_1, R_2, \ldots, R_M \} \) is achievable in \( \mathcal{N} \) is as follows. As in the single s-d pair case, block Markov encoding is used. A codebook for each node \( j \) is generated by applying the random-codebook generation procedure of Appendix III to \( \mathcal{G}(s_u,d_u) \), for each \( u \in U_j \). Now, in each block \( i \), node \( j \) transmits a weighted sum over \( u \in U_j \) of the codewords it would have transmitted if \( (s_u,d_u) \) were the only source-destination pair in \( \mathcal{N} \), with the weights chosen so as not to violate the constraint on the total power available for transmission to node \( j \). Furthermore, a “scheduling” random variable \( Q \) is introduced, which allows nodes to allocate different fractions of their available transmission power at
different transmissions to various levels of the flow graphs that they belong. At the end of the transmission of each block \( i \), each node performs successive cancellation to iteratively decode indices for the flow graphs it belongs.

We now expand on the above. Given \((R_1, R_2, \ldots, R_U)\), let, for each \( u \in [1, U] \), \( R_{u,0} := R_u \) and \((R_{u,1}, R_{u,2}, \ldots, R_{u,M_u})\) be such that \( R_u \geq R_{u,1} \geq \cdots \geq R_{u,M_u} \geq 0 \). Also, given the probability distribution \( \{p(q) : q \in \mathcal{Q}\} \), generate a \( b \)-sequence \( (q_1, q_2, \ldots, q_b) \), where \( q_i \in \mathcal{Q}, i \in [1, b] \), are identically and independently drawn according to \( \{p(q)\} \).

Codebook generation: The codebook for each node \( j \) in \( N \) is generated as follows. For each \( q \in \mathcal{Q} \) that the “scheduling” random variable \( Q \) can take, each node \( j \) allocates a fraction \( \beta^{(q)}_{j,u,k} \) of its available power \( P_j \) to aid the transmission of level \( k \) in \( G(s_u, d_u) \), for each \( u \in \mathcal{U}_j \), \( k \in [m_j(u), M_u] \). Now, given \((R_{u,k}, k \in [0, M_u], u \in [1, U])\), generate i.i.d. Gaussian random variables \( v_{u,k,l} \), \( l \in [1, b], u \in [1, 2^{R_{u,k}}] \), having mean zero and variance one. Then the codebook for node \( j \), \( C_j \), is given by \( \{x_j((s_{u,k}, u \in \mathcal{U}_j, k \in [m_j(u), M_u]) = (x_{j,l}(s_{u,k} : u \in \mathcal{U}_j, k \in [m_j(u), M_u]))_{l \in [1, b]} : s_{u,k} \in [1, 2^{R_{u,k}}]\} \), where

\[
\begin{align*}
\gamma^{(q)}_{j,u,k} &= \sqrt{\frac{\beta^{(q)}_{j,u,k} P_j}{V_{j,u,k}}} \text{ for the AWGN channel without fading or with fading and CSIR, and } E_{H}[|\gamma^{(q)}_{j,u,k}(H)|^2] = \beta^{(q)}_{j,u,k} P_j \text{ for the AWGN channel with fading and CSIR.} \\
\end{align*}
\]

The codewords so generated satisfy the power constraint of node \( j \) with high probability when

\[
\sum_{q \in \mathcal{Q}} p(q) \sum_{u \in \mathcal{U}_j} \sum_{k = m_j(u)}^{M_u} \beta^{(q)}_{j,u,k} < 1
\]

and \( b \) is large enough.

Random partitions: For each \( u \in [1, U] \), obtain nested random partitions \( \{S^{u,k} : k \in [0, M_u]\} \) of \([1, 2^{R_{u,0}}]\), using the random-partitioning procedure given in Appendix II.

Encoding: In \( b \)-block \( i \), each node \( j \) transmits the codeword \( x_{j,l}((s_{u,k}, u \in \mathcal{U}_j) \in [1, 2^{R_{u,k}}]), \) where, for each \( u \in \mathcal{U}_j \), forward estimates \( \hat{s}_{u,k} : k \in [m_j(u), M_u] \) are obtained by applying the encoding procedure given in Appendix II to \( G(s_u, d_u) \).

Decoding: Each node decodes using successive cancellation [5], [9], [30]. Thus each node \( j \) defines an order in which it successively decodes the signals received from different levels of the different flow graphs that it belongs. While decoding a particular level of a particular flow graph, the signal components corresponding to already decoded levels are removed from the received signal and the signal components corresponding to levels with higher order act as noise.

More specifically, for each \( q \in \mathcal{Q} \), let \( \sigma^{(q)}_j(u, k) \in \{0, 1, 2, \ldots \} \) denote the step in which node \( j \) decodes level \( k \) of flow graph \( G(s_u, d_u) \), where \( \sigma^{(q)}_j(u, k) = 0 \) denotes that the information transmitted by level \( k \) of flow graph \( G(s_u, d_u) \) is known to \( j \) without any decoding operation (for instance, \( \sigma^{(q)}_j(u, k) = 0, k \in [m_j(u), M_u], u \in \mathcal{U}_j \)). A restriction on \( \sigma^{(q)}_j \) is that, for each \( u \in \mathcal{U}_j \), the order it assigns to decoding the signals transmitted by different levels within flow graph \( G(s_u, d_u) \) should correspond to the decoding order described in Appendix II, i.e., for each \( u \in \mathcal{U}_j \), \( \sigma^{(q)}_j(u, m_j(u) - 1) < \sigma^{(q)}_j(u, m_j(u) - 2) < \ldots < \sigma^{(q)}_j(u, 0). \)

Then, from straightforward extensions of the probability of error calculations for the single source-destination pair case given in Appendix II and the \( U \)-user multiple access channel in Section 14.3 of [9], we deduce that each node \( j \) will be able to decode all the required indices with arbitrarily small probability of error, if, for each \( u \in \mathcal{U}_j \), \( \{R_{u,k} : k \in [0, m_j(u) - 1]\} \) satisfy

\[
R_{u,k} < \sum_{q \in \mathcal{Q}} p(q) C(N_j + \sum_{(u', v') \in S^{u,k} \setminus S^{u,k}} \sum_{(u', v') \in S^{u,k} \setminus S^{u,k}} \beta^{(q)}_{j,u',k'} P_{j,u',k)},
\]

for \( k = m_j(u) - 1, \) and

\[
R_{u,k} < R_{u,k+1} + \sum_{q \in \mathcal{Q}} p(q) C(N_j + \sum_{(u', v') \in S^{u,k} \setminus S^{u,k}} \sum_{(u', v') \in S^{u,k} \setminus S^{u,k}} \beta^{(q)}_{j,u',k'} P_{j,u',k}),
\]

for each \( k \in [0, m_j(u) - 2]\), where \( P^{(R)}_{j,u,k} \) is the total power received by node \( j \) corresponding to the signal component transmitted by level \( k \) of flow graph \( G(s_u, d_u) \) for when the scheduling random variable \( Q \) takes value \( q \), and it is given by

\[
P^{(R)}_{j,u,k} = \left| \sum_{(u', v') \in S^{u,k} \setminus S^{u,k}} \gamma^{(q)}_{j,u',k'} h_{j,u'} \right|^2.
\]

Finally, by employing time-sharing over the rate vectors \((R_1, R_2, \ldots, R_U)\) that are achievable using the above encoding-decoding procedure, we obtain a convex achievable rate region. This completes the proof of Theorem 4.1.
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