Online Job Allocation with Hard Allocation Ratio Requirement
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Abstract—The problem of allocating jobs to appropriate servers in cloud computing is studied in this paper. We consider that jobs of various types arrive in some unpredictable pattern and the system is required to allocate a certain ratio of jobs. In order to meet the hard allocation ratio requirement in the presence of unknown arrival patterns, one can increase the capacity of servers by expanding the size of data centers. We then aim to find the minimum capacity needed to meet a given allocation ratio requirement. We propose two online job allocation policies with low complexity. We prove that, given a hard allocation ratio requirement, these two policies can achieve the requirement with the least capacity. We also derive a closed-from expression for the amount of capacity needed to achieve any given requirement. Two other popular policies are studied, and we demonstrate that they need at least an order higher capacity to meet the same hard allocation ratio requirement. Simulation results demonstrate that our policies remain far superior than the other two when jobs arrive according to some random process.

I. INTRODUCTION

In this paper, we discuss the problem of online job allocation for cloud computing where each job can only be served by a subset of servers. Such a problem exists in many emerging Internet services, such as YouTube, Netflix, etc. For example, in the case of YouTube, each video is replicated only in a small number of servers, and each server can only serve a limited number of streams simultaneously. When a user accesses YouTube and makes a request to watch a video, this request needs to be allocated to one of the servers that not only stores the video but also has remaining capacity to process this request. If no server can process this request, the request is dropped, which can significantly impact user satisfaction.

There are many studies on obtaining statistics about user behaviors, video popularity, and access locality [1]–[5]. These studies provide important insights about system planning. However, they are not sufficient for job allocation. It is usually difficult to predict which video will go viral and generate most requests. Therefore, online job allocation policy that makes decisions solely based on current system state is needed.

The problem of online job allocation has attracted much attention. Most current studies study the performance of online policies by comparing the number of allocated jobs under online policies against that of the an offline policy with full knowledge about all future arrivals. For example, Karp, Vazirani and Vazirani [6] propose an online policy that is guaranteed $1 - \frac{1}{e} \approx 63\%$ of jobs, given that the offline policy allocates all jobs. They also show that no online policy can guarantee to allocate more jobs than their proposed policy.

These studies are still insufficient for many practical scenarios. In particular, one can argue that most practical applications demand a much higher ratio of allocated jobs than $63\%$. In order to meet this demand, current practice is to add redundancy and increase the capacity of data centers to accommodate unpredictable patterns of job arrivals. Motivated by this observation, we seek to address the following question: How much capacity is needed to guarantee the allocation of, say, $95\%$ of jobs?

To solve this problem, we first formulate a linear programming problem for job allocation. The uncertainty in future job arrivals corresponds to the uncertainty in some of the parameters. Also, increasing the capacity of the servers corresponds to relaxing some of the constraints in the linear programming problem.

Using this formulation, we propose two simple online scheduling policies and derive closed-form expressions for their performance. Specifically, we prove that, in order to allocate at least $1 - \frac{1}{e}$ of jobs, the two policies only need to increase the capacity by $\ln \theta$ times. We also prove that no online policy can guarantee to allocate the same ratio of jobs with less capacity, and hence our policies are optimal.

We further evaluate two popular online job allocation policies. Surprisingly, we prove that, to guarantee to allocate at least $1 - \frac{1}{\theta}$, these two policies require at least $\theta - 1$ times capacity. Therefore, they are both an order worse than our policies.

The allocation ratio guarantees stated above need to hold for every sample path. We also consider the scenario where jobs arrivals are generated by some unknown
III. System Model

We consider a system with multiple non-identical servers. Jobs arrive at the system sequentially. Jobs are of different types, and each job can only be served by a subset of the servers. For example, in the application of on-demand video streaming, a job is a request for one video, and can therefore only be served by servers that possess the video. We assume that when a job enters the system, it needs to be allocated to a server immediately. Jobs that cannot be allocated upon arrivals are discarded from the system. We also assume that jobs cannot be moved once they are allocated to servers, as moving jobs between servers cause additional costs on job migration. A similar model has been used in [21].

We use \( J \) to denote the set of servers, and \( I = \{1, 2, \ldots \} \) to denote the arrival sequence of jobs. Each job \( i \) can be served by a subset \( K_i \subseteq J \) of servers. Upon its arrival, job \( i \) reveals its \( K_i \), and the system either allocates it to a server or discards it. Each job takes one unit of capacity in the server to which the job is allocated to. A server \( j \) has a total amount of \( C_j \) units capacity, and can therefore at most serve \( C_j \) jobs. We use \( X_{ij} \) to denote the assignment of the jobs. If \( X_{ij} = 1 \), then job \( i \) is assigned to server \( j \). If \( X_{ij} = 0 \), job \( i \) is not assigned to server \( j \).

We aim to maximize the number of jobs that can be served. The problem of maximizing the number of served jobs can be formulated as the following linear programming problem:

**Allocation:**

\[
\text{Max} \sum_{i,j} X_{ij} \tag{1}
\]

\[
\text{s.t.} \sum_{i,j \in K_i} X_{ij} \leq C_j, \forall j \in J, \tag{2}
\]

\[
\sum_{j : j \in K_i} X_{ij} \leq 1, \forall i \in I, \tag{3}
\]

\[
X_{ij} \geq 0, \forall i \in I, j \in J. \tag{4}
\]

Since \( X_{ij} = 1 \) if job \( i \) is served by \( j \), (1) is the total number of served jobs. On the other hand, (2) states that each server \( j \) can at most serve \( C_j \) jobs, and (3) states that each job can be served by at most one server. In this formulation, we allow \( X_{ij} \) to be any real number between 0 and 1, while \( X_{ij} \) needs to be either 0 or 1 according to our model. Therefore, Allocation describes an upper-bound of the number of jobs that can be allocated.

Solving Allocation is straightforward when one has knowledge of all its parameters \( \{K_i\} \) and \( \{C_j\} \). However, as jobs arrive sequentially, the system needs to make allocation decisions without knowledge of future jobs. We say that an allocation policy is an online policy if it makes allocation decisions only based on jobs that have already arrived. On the other hand, an allocation policy is an offline policy if it has full knowledge about all future random process, and one only needs guarantees on the expected value of allocation ratio. By both theoretical analysis and numerical studies, we demonstrate that our policies remain much better than the other two policies for this scenario.

The rest of the paper is organized as follows: Section II reviews some previous work on online learning and load balancing problem. Section III describes our system model and problem formulation. Section IV introduces two online job allocation policies and studies their performance. Section V derives a performance bound for all online policies. Section VI compares our proposed policies with two widely used policies. Section VII provides simulation results of the four policies. Finally, Section VIII concludes this paper.

II. Related Work

There are many studies on YouTube videos about their statistical properties [5], [7], [8]. Studies on online learning further investigate the possibility to predict the future video requests. The problem of “learn from expert advise” was first studied by Littlestone and Warmuth [9], DeSantis, Markowsky, and Wegman [10]. Later “learn from examples” was studied. The Winnow algorithm was proposed and studied by Littlestone and Nicholas [11], [12]. The algorithm applies well to practical tasks such as on World Wide Web [13]. Other sequence prediciton research also include the studies by Nico and Gabor [14], Hutter [15].

The online job allocation problem is an online matching procedure which aims to make the best decision on job-server pair to maximize the number of jobs matched. The problem of online bipartite matching was studied by Karp, Vazirani, and Vazirani [6]. They use an adversary model and studied GREEDY which achieves a matching ratio of 1/2 and RANKING which achieves 1−1/e. They further showed that no algorithm can achieve a better ratio than 1−1/e. Other models, which are based on further assumption on arrival pattern, have also been studied. Random arrival model has been studied by Goel and Mehta [16], and Karande, Mehta and Tripathi [17]. They show that GREEDY achieves a matching ratio of 1−1/e and RANKING achieves greater than 1−1/e. Known distribution model was introduced by Feldman, Mehta, Mirrokni, and Muthukrishnan [18]. They provide a two-suggested-matching algorithm which achieves a ratio of 67%. Kalyansundaram and Pruhs studied the online b-matching problem [19] which can be seen as the job allocation problem with server capacity \( b \). They presented BALANCE algorithm and proved that it approaches 1−1/e. Applications of online matching to ad-words problem, which is an allocation of bidders to key words within the budget limit of each bidder, have been studied in [16], [20].
job arrivals, and can therefore find the optimal solution to Allocation.

We consider that the service provider can increase server capacity to allocate more jobs. When the system capacity is increased by $R$ times, a server $j$ with $C_j$ capacity will have $RC_j$ capacity after the increase. We can now formulate the following linear programming problem:

**Allocation** $(R)$:

\[
\begin{align*}
\text{Max} & \sum_{i,j} X_{ij} \\
\text{s.t.} & \sum_{i,j \in K_i} X_{ij} \leq RC_j, \forall j \in J, \\
& \sum_{j \in K_i} X_{ij} \leq 1, \forall i \in I, \\
& X_{ij} \geq 0, \forall i \in I, j \in J.
\end{align*}
\]

We evaluate the performance of online policies by comparing the number of allocated jobs under online policies with $R$ times capacity against that under offline policy with unit capacity. Specifically, given $\{K_i\}$ and $\{C_j\}$, let $\Gamma_{opt}$ be the optimal value of $\sum_{i,j} X_{ij}$ in Allocation, and $\Gamma(R)$ be the value of $\sum_{i,j} X_{ij}$ in Allocation$(R)$ under policy $\eta$. Since a typical server can host a large number of jobs, we consider the case when $\{C_j\}$ is large, and define the competitive ratio per sample path as follows:

**Definition 1**: An online policy $\eta$ is said to be $(R, \theta)$-competitive-per-sample-path if there exists a function $\Theta(C_{\min})$ such that, for all $\{K_i\}$ and $\{C_j\}$ with $C_j \geq C_{\min}$, $\Gamma_{opt}/\Gamma(R) \leq \Theta(C_{\min})$, and $\Theta(C_{\min}) \to \theta$ as $C_{\min} \to \infty$.

Definition 1 defines competitive ratio based on the worst-case sample path. This definition may ignore effects of statistic multiplexing. In practice, jobs may arrive according to some random process. Therefore, the arrivals of different types of jobs are likely to be interwined.

We can expand our model to accommodate the random nature of job arrivals. Given $\{K_i\}$, we can consider the case where the actual arrival sequence is a random permutation of $I = \{1, 2, \ldots\}$. Let $E[\Gamma(R)]$ be the expected number of allocated jobs under $\eta$ with $R$ times capacity when the arrival sequence is a random permutation. We then define the expected competitive ratio as follows:

**Definition 2**: An online policy $\eta$ is said to be $(R, \theta)$-competitive-in-expectation if there exists a function $\Theta(C_{\min})$ such that, for all systems with $C_j \geq C_{\min}$, $\Gamma_{opt}/E[\Gamma(R)] \leq \Theta(C_{\min})$, and $\Theta(C_{\min}) \to \theta$ as $C_{\min} \to \infty$.

It is obvious that the competitive ratio per sample path cannot be better than the expected competitive ratio.

**Lemma 1**: A $(R, \theta)$-competitive-per-sample-path policy is $(R, \theta)$-competitive-in-expectation.

**IV. Two Online Allocation Policies and Their Competitive Ratios**

In this section, we propose online policies and analyze their competitive ratios. Our analysis is based on the Weak Duality Theorem of linear programming [22]. The dual problem of **Allocation** can be written as:

**Dual**:

\[
\begin{align*}
\text{Min} & \sum_j C_j \alpha_j + \sum_i \beta_i, \\
\text{s.t.} & \alpha_j + \beta_i \geq 1, \forall i \in I, j \in K_i, \\
& \alpha_j \geq 0, \forall j, \\
& \beta_i \geq 0, \forall i,
\end{align*}
\]

where each $\alpha_j$ corresponds to a constraint in (2), and each $\beta_i$ corresponds to a constraint in (3). The following lemma is then a direct result of the Weak Duality Theorem.

**Lemma 2**: Given any vectors of $\{\alpha_j\}$ and $\{\beta_i\}$ that satisfy the constraints (10)–(12), we have $\sum_j C_j \alpha_j + \sum_i \beta_i \geq \Gamma_{opt}$.

We now introduce an online policy using the duality of linear programming. This policy maintains a variable $\alpha_j$ for each server $j$. When the system starts, it sets $\alpha_j \equiv 0$. When a job $i$ arrives, the policy checks the values of $\alpha_j$ for all $j \in K_i$, and selects $j^*$ as the one with the minimum value of $\alpha_j$. If $\alpha_j < 1$, job $i$ is assigned to server $j^*$, and therefore $X_{ij^*} = 1$. The value of $\alpha_j$ is updated to be $\alpha_j (1 + 1/C_j) + (d_j - 1)/C_j$, where we set $d_j = (1 + 1/C_j)RC_j$, for all $j$. The value of $d_j$ is chosen to achieve the optimal competitive ratio, as will be shown in the proof of Lemma 3. On the other hand, if $\alpha_j \geq 1$, job $i$ is discarded. The complete policy is described in Algorithm 1 and we call it Primal-Dual (PD) Algorithm.

**Algorithm 1 PD Algorithm**

1: Initially, $\alpha_j = 0, \beta_i = 0, X_{ij} = 0$.
2: $d_j \leftarrow (1 + 1/C_j)RC_j, \forall j$.
3: for each arriving job $i$ do
4: $j^* \leftarrow \text{argmin}_{j \in K_i} \alpha_j$.
5: if $\alpha_j < 1$ then
6: $\beta_i \leftarrow 1 - \alpha_{j^*}$.
7: $\alpha_{j^*} \leftarrow \alpha_{j^*}(1 + \frac{1}{C_{j^*}}) + \frac{1}{(d_{j^*} - 1)C_{j^*}}$.
8: $X_{ij^*} \leftarrow 1$.
9: Job $i$ is assigned to server $j^*$.
10: else
11: Discard job $i$.

We first need to show that the vector $\{X_{ij}\}$ produced by this policy satisfies all constraints of **Allocation**$(R)$, so that the policy never assigns a job to a server that is already fully utilized.
Lemma 3: Let \( \alpha_j[n] \) be the value of \( \alpha_j \) after \( n \) jobs have been allocated to server \( j \). Then,
\[
\alpha_j[n] = \left( \frac{1}{d_j} - 1 \right) \left( d_j^{n/RC_j} - 1 \right). \tag{13}
\]

Proof: Here we prove (13) by induction.
Initially, when \( n = 0 \), \( \alpha_j[0] = 0 = \left( \frac{1}{d_j} - 1 \right) \left( d_j^0 - 1 \right) \) and (13) holds.
Suppose (13) holds when \( n = k \). When the \((k+1)\)th job is allocated server \( j \), we have
\[
\alpha_j[k+1] = \alpha_j[k] \left( 1 + \frac{1}{C_j} \right) + \frac{1}{d_j - 1} \cdot 1
\]
\[
= \frac{1}{d_j - 1} \left( d_j^{k+1}/RC_j - 1 \right) - 1 \left( 1 + \frac{1}{C_j} \right) + \frac{1}{d_j - 1} \cdot 1
\]
\[
= \frac{1}{d_j - 1} \left( d_j^{k+1}/RC_j - 1 \right),
\]
and (13) still holds for \( n = k+1 \). By induction, (13) holds for all \( n \).

With Lemma 3, \( \alpha_j = 1 \) when \( RC_j \) jobs have been allocated to server \( j \). Since Algorithm 1 only allocates jobs to servers with \( \alpha_j < 1 \), our policy does not violate any constraints in Allocation(\( R \)).

Next, we study the competitive ratio of Algorithm 1.

Theorem 1: Algorithm 1 is \( \left( R, \frac{e^R}{e^R - 1} \right) \)-competitive-per-sample-path.

Proof: We prove Theorem 1 by three steps:
First, we show that solutions \( \{\alpha_j\} \) and \( \{\beta_i\} \) satisfy all constraints in Dual. Initially, \( \alpha_j \) and \( \beta_i \) are set to be 0. By step 7 in Algorithm 1, \( \alpha_j \) is non-decreasing throughout the execution of the policy, and hence (11) holds. Also, by Lemma 3, \( \alpha_j \leq 1 \), for all \( j \). When a job \( i \) arrives, our policy sets \( j^* \leftarrow \arg\min_{j \in K_j} \{\alpha_j\} \). If \( \alpha_j = 1 \), we have \( \alpha_j = 1 \) for all \( j \in K_j \) and \( \beta_i = 0 \). Hence, both constraints (10) and (12) hold. On the other hand, if \( \alpha_j < 1 \), \( \beta_i = 1 - \alpha_j \geq 1 - \alpha_j \), for all \( j \in K_j \). Both constraints (10) and (12) still hold.

Next, we derive the ratio between \( \sum_i X_{ij} \) and \( \sum_j C_j \alpha_j + \sum_i \beta_i \). Both formulas are initially 0. We now consider the amounts of change of these two formulas when a job \( i \) arrives. We use \( \Delta P(R) \) to denote the change of \( \sum_i X_{ij} \), and \( \Delta D \) to denote the change of \( \sum_j C_j \alpha_j + \sum_i \beta_i \). If job \( i \) is discarded, then \( \{X_{ij}\} \), \( \{\alpha_j\} \) and \( \{\beta_i\} \) remain unchanged, and therefore \( \Delta P(R) = \Delta D = 0 \).

On the other hand, consider the case when job \( i \) is assigned to server \( j \). We have \( X_{ij} = 1 \) and \( \Delta P(R) = 1 \). We also have
\[
\frac{\Delta D}{\Delta P(R)} = \frac{1}{\frac{d_j^R}{RC_j} - 1},
\]
\[
= \left( 1 + \frac{1}{C_j} \right) \left( \frac{1}{d_j - 1} \right).
\]
When we impose a lower bound on \( C_j \) by requiring \( C_j \geq C_{min} \), for all \( j \), and let \( C_{min} \rightarrow \infty \), we have \( \Delta D \rightarrow e^R \), whenever a job \( i \) is allocated to some server. Therefore, we have, under Algorithm 1,
\[
\frac{\sum_j C_j \alpha_j + \sum_i \beta_i}{\sum_{ij} X_{ij}} = \frac{e^R}{e^{\frac{R}{R - 1}}}.
\tag{14}
\]

Finally, by Lemma 2, we establish that Algorithm 1 is \( \left( R, \frac{e^R}{e^R - 1} \right) \)-competitive-per-sample-path.

Algorithm 1 relies on the usage of artificial variables \( \{\alpha_j\} \) and \( \{\beta_i\} \). Below, we introduce a second online policy that not only is simpler, but also conveys better intuition. The policy is called Join-Least-Utilization (JLU) policy. When a job arrives, JLU simply allocates the job to the server with the smallest utilization ratio, which is the number of allocated jobs at a server divided by its capacity. Specifically, let \( n_j \) be the number of jobs that have already been allocated to server \( j \). When job \( i \) arrives, it is allocated to \( \arg\min_{j \in K_j} \frac{n_j}{RC_j} \).

The complete policy is described in Algorithm 2. While the algorithm still involves \( \{\alpha_j\}, \{d_j\}, \{\beta_i\} \), these variables are introduced solely for the purpose of the analysis of competitive ratio. They can be omitted in actual implementation.

Algorithm 2 JLU
1: Initially, \( \alpha_j = 0 \), \( \beta_i = 0 \), \( X_{ij} = 0 \), \( n_j = 0 \).
2: \( d_j \leftarrow (1 + 1/C_j)^{RC_j} \), \( \forall j \).
3: for each arriving job \( i \) do
4: \( j^* \leftarrow \arg\min_{j \in K_j} \{\frac{n_j}{RC_j}\} \).
5: if \( n_{j^*} < RC_{j^*} \) then
6: \( X_{ij^*} \leftarrow 1 \).
7: \( \alpha_{j^*} \leftarrow \alpha_{j^*} \left( 1 + \frac{1}{C_{j^*}} \right) + \frac{1}{(d_j - 1)} \).
8: \( n_{j^*} \leftarrow n_{j^*} + 1 \).
9: Job \( i \) is assigned to server \( j^* \).
10: \( \beta_{i} \leftarrow 1 - \min_{j \in K_j} \alpha_j \).
11: else
12: Discard job \( i \).

Lemma 4: For any \( \delta > 0 \), there exists a finite \( C_{min} \) such that, by requiring \( C_j > C_{min} \), for all \( j \), we have
\[
\alpha_{j_1} - \alpha_{j_2} > \delta \Rightarrow \frac{n_{j_1}}{RC_{j_1}} > \frac{n_{j_2}}{RC_{j_2}},
\]
for all \( j_1, j_2 \in J \), throughout the execution of JLU.

Proof: The equation for updating \( \alpha_j \) in JLU is the same as that in Algorithm 1. By Lemma 3, at any point of time, we have
\[
\alpha_j = \left( \frac{1}{d_j - 1} \right) \left( \frac{d_j^{n_j}}{RC_j} - 1 \right)
\]
\[
= \left( 1 + \frac{1}{C_j} \right) \left( \frac{1}{d_j - 1} \right).\]

as \( d_j = (1 + 1/C_j)^{RC_j} \).
Note that $\alpha_j \rightarrow \frac{e^{\alpha_j/C_j}}{e^{R/R} - 1}$ for a fixed $R$ and all $n_j \leq R$, as $C_j \rightarrow \infty$. Thus, for any $\delta > 0$, there exists a finite $C_{min}$ such that, by requiring $C_j > C_{min}$ for all $j$, we have $|\alpha_j - \frac{e^{\alpha_j/C_j}}{e^{R/R} - 1}| < \delta/2$ for all $j$. Therefore, for any two servers $j_1$ and $j_2$, we have

$$|\alpha_{j_1} - \alpha_{j_2} - (\frac{e^{n_{j_1}/C_{j_1}}}{e^{R/R} - 1} - \frac{e^{n_{j_2}/C_{j_2}}}{e^{R/R} - 1})|$$

$$< |\alpha_{j_1} - \frac{e^{n_{j_1}/C_{j_1}}}{e^{R/R} - 1}| + |\alpha_{j_2} - \frac{e^{n_{j_2}/C_{j_2}}}{e^{R/R} - 1}| < \delta.$$

This implies that

$$\alpha_{j_1} - \alpha_{j_2} > \delta \Rightarrow \frac{e^{n_{j_1}/C_{j_1}}}{e^{R/R} - 1} > \frac{e^{n_{j_2}/C_{j_2}}}{e^{R/R} - 1} \Rightarrow \frac{n_{j_1}}{RC_{j_1}} > \frac{n_{j_2}}{RC_{j_2}},$$

and the proof is complete.

**Theorem 2:** JLU is $(R, \frac{e^R}{e^{R/R} - 1})$-competitive-per-sample-path.

**Proof:** The proof is very similar to that of Theorem 1. By Lemma 3, $\frac{n_j}{RC_j} < 1 \Leftrightarrow \alpha_j < 1$. Therefore, under JLU, an arriving job $i$ is allocated if and only if $\min_j \{\alpha_j\} < 1$. For any $\delta > 0$, we pick a sufficiently large $C_{min}$ so that (4) holds.

We can establish that the solutions $\{X_{ij}\}$, $\{\alpha_j\}$, and $\{\beta_j\}$ produced by JLU satisfy all constraints in **Allocation(R)** and **Dual** using an argument that is virtually the same as that in the proof of Theorem 1.

Next, we derive the ratio between $\sum_{ij} X_{ij}$ and $\sum_i C_i \alpha_j + \sum_i \beta_j$. Both formulas are initially 0. We now consider the amounts of change of these two formulas when a job $i$ arrives. We use $\Delta P(R)$ to denote the change of $\sum_{ij} X_{ij}$, and $\Delta D$ to denote the change of $\sum_i C_i \alpha_j + \sum_i \beta_j$.

If job $i$ is discarded, then $\Delta P(R) = \Delta D = 0$.

On the other hand, consider the case when job $i$ is assigned to server $j^* = \arg\min_{j \in K_i} \frac{n_{ij}}{RC_j}$. By Lemma 4, $\alpha_j \geq \alpha_{j^*} - \delta$, for all $j \in K_i$.

We now have

$$\Delta D = \frac{\Delta P(R)}{\Delta P(R)} = \Delta D$$

$$= C_j (\alpha_j) \left( \frac{\alpha_j}{C_j} + \frac{1}{(d_j - 1)C_j} \right) + C_j (\alpha_j) \left( \frac{1}{(d_j - 1)C_j} \right) + 1 - \alpha_j$$

$$\leq C_j \left( \frac{\alpha_j}{C_j} + \frac{1}{(d_j - 1)C_j} \right) + 1 - \alpha_j + \delta$$

$$= \left( \frac{1}{(1 + 1/C_j)^{RC_j}} \right) + \delta.$$

Let $C_{min} \rightarrow \infty$, and we have under JLU,

$$\frac{\sum_i C_i \alpha_j + \sum_i \beta_j}{\sum_{ij} X_{ij}} \leq \frac{e^R}{e^{R/R} - 1} + \delta,$$

for any $\delta > 0$.

Finally, by Lemma 2, we establish that JLU is $(R, \frac{e^R}{e^{R/R} - 1})$-competitive-per-sample-path.

By Lemma 1, we also have the following theorem.

**Theorem 3:** Both Algorithm 1 and JLU are $(R, \frac{e^R}{e^{R/R} - 1})$-competitive-in-expectation.

**V. LOWER BOUNDS OF COMPETITIVE RATIOS**

In Section IV, we show that our online policies are both $(R, \frac{e^R}{e^{R/R} - 1})$-competitive-per-sample-path. In this section, we will study the lower bound for the competitive ratio per sample path. We focus on a special class of systems described below:

A system in this class has $N$ servers with capacity $C$ each, where $C$ is chosen to be a multiple of $N$. A total number of $NC$ jobs arrive in sequence, and they are separated into $N$ groups, where the $k$-th group contains jobs $\{(k-1)C+1, (k-1)C+2, \ldots, kC\}$. Jobs in the same group can be served by the same subset of servers. The subset of servers that can serve a job $i$, i.e., $K_i$, is constructed as follows: Jobs in the first group $\{1, 2, \ldots, C\}$ can be served by all servers, i.e., $K_i = \mathcal{J}$. For each job in the $(k+1)$-th group, its $K_i$ is obtained by removing one element from that for jobs in the $k$-th group. More specifically, for a job $i_k$ in the $k$-th group and a job $i_{k+1}$ in the $(k+1)$-th group, we have $K_{i_{k+1}} \subseteq K_{i_k}$, and $|K_{i_{k+1}}| = |K_{i_k}| - 1$. It is easy to verify that an offline policy can allocate all $NC$ jobs for all systems in this class.

We consider a policy, namely, EVEN, that evenly distributes jobs in the same group among all available servers. We first establish the number of jobs that can be allocated by EVEN, and then show that no policy can guarantee to allocate more jobs than EVEN within this class of systems.

**Lemma 5:** When the capacity is increased by $R$ times, EVEN serves at most $(N - \frac{N+1}{e^R} + 2)C$ jobs.

**Proof:** Since EVEN allocates jobs evenly on all available servers, each server gets $\frac{N}{R}C$ jobs in the first group of $C$ jobs. Similarly, as jobs in the $k$-th group can be served by $N-k+1$ servers, each server that can serve this group gets $\frac{NC}{(N-k+1)}$ jobs in this group, unless the server is already fully utilized.

Consider the case when each server has $RC$ capacity. Suppose the system can only serve up to the $(k+1)$-th group, that is, servers are still not fully utilized after serving the $k$-th group. We then have

$$C(\frac{1}{N-1} + \frac{1}{N-2} + \ldots + \frac{1}{N-k+1}) < RC$$

$$\Rightarrow \int_{N-k+1}^{N+1} \frac{1}{x} dx < \left( \frac{1}{N-1} + \frac{1}{N-2} + \ldots + \frac{1}{N-k+1} \right) < R$$

$$\Rightarrow \log(N+1) - \log(N-k+1) = \log(\frac{N+1}{N-k+1}) < R$$

Therefore,

$$k < N - \frac{N+1}{e^R} + 2C.$$
Lemma 6: When the parameters $R$, $N$, and $C$ are fixed, no online policy can guarantee to allocate more jobs than EVEN.

Proof: We consider an alternative policy ALT and show that it cannot allocate more jobs than EVEN. Given $R$, $N$, and $C$, we construct $K_i$ iteratively as follows: The first group can be served by all servers. Let $j_1$ be the server with the least jobs. We then choose $K_i = J\setminus\{j_1\}$ for the second group. Similarly, let $j_k$ be the server with the least jobs among servers that can serve the $k$-th group. We choose $K_i = J\setminus\{j_1, j_2, \ldots, j_k\}$ for the $(k+1)$-th group. Under this arrival sequence, the total amount of unused capacity in all servers is at least $(RC - \frac{C}{N}) + (RC - \frac{C}{N} - \frac{C}{N}) + \ldots$, which is the total amount of unused capacity by EVEN. Therefore, ALT cannot allocate more jobs than EVEN. ■

Theorem 4: Any online policy cannot be better than $(R, e^R - 1)$-competitive-per-sample-path.

Proof: This is a direct result of Lemmas 5 and 6. ■

VI. COMPETITIVE RATIOS OF OTHER WIDELY POLICIES

In this section, we study the competitive ratios of two widely used polices.

A. Join the Shortest Queue

The first policy is the join the shortest queue (JSQ) policy, which allocates jobs to servers with the smallest number of jobs. Specifically, let $n_j$ be the number of jobs that have already been allocated to server $j$. When a new job $i$ arrives, it is allocated to $\arg\min_{j \in K_i} \{n_j | n_j < RC_j\}$, if there exists a server $j \in K_i$ with $n_j < RC_j$.

Theorem 5: JSQ cannot be better than $(R, 1 + \frac{1}{R})$-competitive-per-sample-path.

Proof: Given $R$, we construct a system with two types of servers, $J_1$ and $J_2$, and two types of jobs, $I_1$ and $I_2$. Type $I_1$ jobs can be served by all servers, while type $I_2$ jobs can only be served by type $J_2$ servers.

The system is described as Fig 1. It has one type $I_1$ server with capacity $MC$ and $K$ type $J_2$ servers with capacity $C$. The job arrival sequence is as follows: first $MC$ jobs of type $I_1$ arrive; then $KC$ jobs of type $I_2$ arrive. The values of $M$ and $K$ are chosen such that $R = M/(K+1)$. The jobs (or servers) of same type are in the same square box. An arrow line indicates that the job can be allocated to the server.

The optimal offline policy is to allocate all type $I_1$ jobs to the server of type $J_1$, and allocate all type $I_2$ jobs to type $J_2$ servers. This allocation can allocate all $MC + KC$ jobs, and $\Gamma_{opt} = MC + KC$.

Now, consider the performance of JSQ when the server capacity is increased by $R$ times. After the increase, the type $J_1$ server has $RMC$ capacity, and all other servers have $RC$ capacity. The first $MC$ arrivals are all type $I_1$ jobs, who can be served by all servers. Therefore, JSQ evenly distribute these jobs to all servers, and each server gets $MC/(K+1) = RC$ jobs. Next, type $I_2$ jobs arrive, and they can only be served by type $J_2$ servers. However, at this point, all type $J_2$ servers are fully utilized, and no type $I_2$ job can be served. The total number of served jobs under JSQ is $\Gamma_{JSQ}(R) = MC$.

We then have

$$\Gamma_{opt} \leq \frac{MC + KC}{MC} \leq \frac{M + K}{M} \rightarrow 1 + \frac{1}{R},$$

as $K \rightarrow \infty$, and $M = R(K+1)$.

Theorem 6: JSQ cannot be better than $(R, 1 + \frac{1}{R})$-competitive-in-expectation.

Proof: Given $R$, we use the same system as that in the proof of Theorem 5, but consider that the actual arrival sequence is a random permutation of all jobs. We still have $\Gamma_{opt} = MC + KC$. In this proof, we choose $M$ and $K$ such that $R = \frac{M}{K}$.

Now, consider the performance of JSQ when the server capacity is increased by $R$ times. Type $J_2$ servers can serve all jobs, while the type $J_1$ server can only serve jobs of type $I_1$. Under JSQ, whenever a type $J_2$ server has the least jobs among all servers, the next job will be allocated to this server, regardless of the type of the job. Therefore, under JSQ, all type $J_2$ servers will have at most one less job than the number of jobs at the $J_1$ server before all type $J_2$ servers are fully utilized. Hence, after $(K+1)RC$ arrivals, all type $J_2$ servers are fully utilized. From then on, only type $I_1$ jobs can be served. Further, there are $MC$ type $I_1$ jobs and $KC$ type $I_2$ jobs. Under a random permutation, the average number of type $I_1$ jobs that arrive after the first $(K+1)RC$ arrivals is $\frac{M}{MC +KC} [MC + KC - (K+1)RC] = MC - \frac{M(K+1)RC}{M + K}$.

The expected number of jobs served by JSQ is then

$$E[\Gamma_{JSQ}(R)] \leq MC + (K+1)RC \frac{M}{M + K},$$

$$\Gamma_{opt} \leq \frac{MC + KC}{MC} \leq \frac{M + K}{M} \rightarrow 1 + \frac{1}{R},$$
and hence
\[
\frac{\Gamma_{opt}}{M + 1)C + KC}
\geq \frac{MC + KC}{MC + (K + 1)RC \frac{K}{M+R}}
\geq \frac{RK + K}{RK + (K + 1)RK/(RK + K)}
\rightarrow \frac{(R + 1)^2}{R(R + 1) + R}
= 1 + \frac{1}{R^2 + 2R},
\]
as \(K \to \infty\) and \(M = KR\).

B. Join the Most Residue Queue

Join the most residue queue (JMQ) allocates jobs to servers with most remaining space, which is the server capacity minus the number of allocated jobs in this server. Let \(RC_j\) be the capacity of server \(j\), \(n_j\) be the number of jobs that have already been allocated to \(j\). The arriving job \(i\) is allocated to server \(\arg\max_{j \in K_i} \{RC_j - n_j | n_j < RC_j\}\), if there exists a server \(j \in K_i\) with \(n_j < RC_j\).

Theorem 7: Join the most residue queue policy cannot be better than \((R, 1 + \frac{1}{R})\)-competitive-per-sample-path.

Proof: Given \(R\), we construct a system with two types of servers, \(J_1\) and \(J_2\), and two types of jobs, \(I_1\) and \(I_2\). Type \(I_1\) jobs can only be served by type \(J_1\) servers, while type \(I_2\) jobs can be served by all servers.

The system has one type \(J_1\) server with capacity \((M + 1)C\), and \(K\) type \(J_2\) servers with capacity \(C\). The job arrival sequence is as follows: first \(KC\) jobs of type \(I_2\) arrive; then \((M + 1)C\) jobs of type \(I_1\) arrive. The value of \(M\) and \(K\) are chosen such that \(R = K/M\).

The optimal offline policy is to allocate all type \(I_2\) jobs to servers of type \(J_2\) and all type \(I_1\) jobs to the type \(J_1\) server. The total number of jobs allocated by this policy is \((M + 1)C + KC\), and \(\Gamma_{opt} = (M + 1)C + KC\).

When the server capacity is increased by \(R\) times, type \(J_1\) server has \(R(M + 1)C\) capacity, and type \(J_2\) servers have \(RC\) capacity. The first arriving \(KC\) = \(MRC\) jobs are of type \(I_2\). They can be served by both type \(J_1\) and \(J_2\) servers. JMQ allocates all these jobs to type \(J_1\) server. Type \(J_1\) server can therefore serve only \(RC\) jobs of type \(I_1\). The total number of jobs served is \(R(M + 1)C\).

We then have
\[
\frac{\Gamma_{opt}}{\Gamma_{JMQ}(R)} = \frac{(M + 1)C + KC}{R(M + 1)C}
\geq \frac{M}{M + 1} + \frac{1}{R} \rightarrow 1 + \frac{1}{R},
\]
as \(M \to \infty\), and \(K = MR\).

Theorem 8: JMQ cannot be better than \((R, 1 + \frac{1}{R^2 + 2R})\)-competitive-in-expectation.

Proof: We use the system in the proof of Theorem 7 but consider that the actual arrival sequence is a random permutation of all jobs. First, we have \(\Gamma_{opt} = (M + 1)C + KC\). Now we study \(E[\Gamma_{JMQ}(R)]\). In this proof, we choose \(M\) and \(K\) such that \(K = MR - 1\).

The type \(J_1\) server can serve all jobs and has \(MRC\) more capacity than others. Thus, the first \(MRC\) jobs will be allocated to the type \(J_1\) server, regardless of job types. After the first \(MRC\) arrivals, the type \(J_1\) server has \(RC\) capacity left and hence at most \(RC\) more type \(I_1\) jobs can be served. Since there are \((M + 1)C\) type \(I_1\) jobs and \(KC\) type \(I_2\) jobs, the average number of type \(I_1\) jobs among the first \(MRC\) arrivals is \(MRC \cdot \frac{M + 1}{M + R}\). The expected number of allocated jobs is then no more than \(RC + MRC \cdot \frac{M + 1}{M + R}\) + \(KC\). Therefore we have:

\[
\frac{\Gamma_{opt}}{E[\Gamma_{JMQ}(R)]} \geq \frac{MC + KC}{RC + MRC \cdot \frac{M + 1}{M + R} + KC}
\geq \frac{MR - 1 + R + MR \cdot \frac{M + 1}{M + R}}{R(R + 1) + R}
\rightarrow \frac{(R + 1)^2}{R(R + 1) + R}
= 1 + \frac{1}{R^2 + 2R},
\]
as \(M \to \infty\) and \(K = MR - 1\).

C. Discussions

We have shown that our policies are \((R, \frac{e}{R})\)-competitive-per-sample-path, while JSQ and JMR are no better than \((R, 1 + \frac{1}{R})\)-competitive-per-sample-path, and no better than \((R, 1 + \frac{1}{R^2 + 2R})\)-competitive-in-expectation. Suppose we are given a system where the offline policy can allocate all jobs. In order to guarantee that at least \(1 - \frac{1}{\theta}\) of the jobs are allocated, our policy only needs to increase the capacity by \(R\) times so that \(\frac{e}{R} \leq 1/(1 - \frac{1}{\theta})\).

Therefore, choosing \(R = \ln \theta\) is sufficient. In contrast, the two commonly used policies, JSQ and JMQ, require to increase the server capacity by at least \(\theta - 1\) times. Even when we consider that the arrival sequence is a random permutation of all jobs, and only require JSQ and JMQ to allocate \(1 - \frac{1}{\theta}\) of the jobs on average, they still need to increase the capacity by at least \(\sqrt{\theta} - 1\) times.

Fig. 2 plots the capacity requirement for different allocation ratios. From the figure we can observe that as the allocation ratio approaches 1, the capacity requirement using JSQ or JMQ increases much faster than that using PD or JLU. For example, if we need to allocate at least 95% of the jobs, i.e., \(\theta = 20\), our policies only require \(R = 3\), while JSQ and JMQ both require \(R \geq 19\). Even when the arrival sequence is a random permutation of all jobs, JSQ and JMQ still need \(R \geq 3.5\). Further, one may notice that JSQ and JMQ seem to outperform our policies when the arrival sequence is a random permutation, and when the allocation ratio is low. However, the comparison is not fair. When the arrival sequence is a random permutation,
our policies are likely to achieve better performance. In the next section, we will demonstrate this by simulations.

VII. SIMULATION

In this section, we evaluate the performance of the four policies, including PD, JLU, JSQ, and JMQ, discussed in this paper by simulations. We consider three different scenarios:

First, we compare our polices with JSQ. We construct a system with two types of servers $J_1$, $J_2$; and two types of jobs $I_1$, $I_2$. Type $I_1$ job can be served by type $J_2$ server, type $I_2$ job can be served by both $J_1$ and $J_2$ server. The number of jobs and capacities of servers are shown in Table I. The arrival sequence is a random permutation of all jobs. Simulation results are the average of 10 runs. Under different $R$, we compute the allocation ratio by the number of jobs allocated with online policy dividing that with optimal offline policy. The simulation result is shown in Fig. 3. We can observe that PD and JLU policies outperform JSQ.

Next, we compare our polices with JMQ. We construct a system with two types of servers: $J_1$, $J_2$; and two types of jobs: $I_1$, $I_2$. The setting for jobs and servers are shown in Table II. The result is shown in Fig. 4. We can observe that PD and JLU policies outperform JMQ.

Last, we construct a system with four types of servers: $J_1$, $J_2$, $J_3$, and $J_4$; and four types of jobs: $I_1$, $I_2$, $I_3$, $I_4$. The detailed setting for servers and jobs are listed in Table III, which is a combination of the two previous settings. Simulation results are shown in Fig. 5. We can observe that PD and JLU outperform both JSQ and JMQ.
From Fig. 3 to 5, we notice that our proposed PD and JLU policies almost have identical performance. Also, we notice that the allocation ratios of all four policies converge to 1 as R increasing. However, JSQ and JMQ converges much slower than PD and JLU.

In Section IV we prove that PD and JLU are \((R, \frac{1}{e})\)-competitive-in-expectation. In Secion VI we prove that both JSQ and JMQ are no better than \((R, 1 + \frac{1}{R+2R})\)-competitive-in-expectation. Although it looks like that the competitive ratio in expectation of our policies is not as good as that of the other two policies when \(R\) is small, the simulation results show that our policies have better allocation ratio even with small \(R\). Thus with random permutation of the jobs arrival sequence, the performance of our policies are better than of JSQ and JMR policies.

VIII. CONCLUSION

In this paper, we study the job allocation problem with unknown job arriving pattern under hard allocation ratio requirement. Given the capacity of current data center which serves all jobs offline, we aim to find how much capacity we need to expand to meet the allocation ratio requirement for any unknown job arrival sequence.

We propose two online policies PD and JLU which are both \((R, \frac{1}{e})\)-competitive-per-sample-path. We also prove that our policies can achieve any allocation ratio requirement with the least capacity. Next we study the performance of two widely used policies, JSQ and JMQ. We prove that both policies are no better than \((R, 1 + \frac{1}{R})\)-competitive-per-sample-path. Therefore, they need an order higher capacity to achieve the same allocation ratio requirement than our policies. We further prove that JSQ and JMQ are no better than \((R, 1 + \frac{1}{R+e})\)-competitive-in-expectation by taking random permutation of the jobs in the arrival sequence. The simulation results show that our policies are still better than JSQ and JMQ. Thus our policies are much preferable than the two widely used JSQ and JMQ policies.
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